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Introduction 

• Computing design and cost are not included in ILC TDR, because 
– difficult to estimate a reliable estimate now 
– development of computing technology in > 10 years will be enormous 
 

• But there requests to evaluate the cost and the human power 
needed for ILC computing.  
– “HL-LHC needs a huge computing resource. How about ILC ?”  
– Funding agency would like to know the total cost. 
First discussion at AWLC14 Sim/Rec session. 

Several suggestions for improvements 

 
– LCC infrastructure group’s request from Yasuhiro 
– Ad hoc meeting within ILD in August with 

Vincent, Frank, Junping, Mark, Akiya 
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A model of ILD data processing 

ILD 
F.E. 

Online Processing  

Farm 

1. build a train data 

2. sub-detector based preliminary reconstruction 

3. identify bunches of interest 

4. calibration and alignment 

5. background hit rejection 

6. full event reconstruction 

7. event classification 

Fast Physics 
Data (FPD) 
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condensed 
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Type of Data 

Raw Data(RD): train-based data.  

    3 Copies at ILC Site, US, EU 

Calibration Data (CD): 

    - Data for calibration & alignments  

Online Processed Data (OPD): 

    - Event based data after filtering 

    - Consists of raw data objects  

      and reconstructed objects 

    - Replicated to GRID sites for  

      sub-sequent processing 

Fast Physics Data (FPD):  

    - DST of important physics events 

Offline Reconstructed Data (ORD): 

    - Re-processed OPD. Produced  

      after a few months later with new  

      constants. Same events as OPD.  

DST: 

    - DST from OPD or ORD. Several  

      DSTs may be produced  

      depending on physics 

MC data: 

    - Monte Calro data 

Calibration 
Data (CD) 
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O(1)GB/sec 
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Bases of estimation: ILD raw data size in TDR ( @500 GeV) 

Total data size : < 150MB/train = 750MB/sec ~ 6Gbps (bit per sec) 

VXD : ~ 100MB 
BeamCal : 126 MB  
reduced to 5% = 6MB 
Others < 40MB 
 

raw data size per train estimated @ 500 GeV 

~ 7.5PB/1 year ( 107 sec ) for ILD 



Energy dependence of pair hits 

 The number of SimTracker/SimCalorimeter hits/BX were obtained by reading  

100 BX of pair simulation files. 

 Many Muon hits seems inconsistent with the data size estimation in TDR. 

 The ratio relative to 500 GeV was used to estimate the data size  

 at different beam energy 
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Energy dependence of pair hits - 2 

500 GeV 
Data size / Train 
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Data size / Year 

Beam induced hits are scaled. 



Energy dependence of MC events 

Procedure:  50~100 events of all type of  Stdhep events were simulated  

                    by Mokka and estimated CPU time and data size. 
   

250GeV 

500GeV 

350GeV 

2380kev/1fb-1 

Summary 

 Energy 250 350 500 
kEvents/fb-1 2380.3  1927.5  2436.8  
CPU days/fb-1 228.3  237.2  364.4  
Data size (GB)/fb-1 261.5  228.0  297.5  

note:  

 - high cross section events, such as bhabha  

    and eemm not included. 

 - Marlin Rec. is not take into account yet. 7 
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Total storage and CPU : Assumptions for estimation 

• Online Processed Data (OPD) = RDx0.02x2.03 
– 0.02: #signal and ECAL bhabha  events <1% of BX 
– 2.03: from MC, (rec+dst)/sim ~ 2.03 

• Offline Reconstructed Data = OPDx1.5 ( ~ RDx0.02x3 ) 
• MC data :  

– x10 real data statistics 
– sim+rec+dst ~ 2.03xsim 
– x2 for bhabha+eemumu+… 

• Data replication 
– Raw data : 3 copies at  ILC site, EU and USA 
– OPD, ORD, MC DST at 10 major GRID sites 

• CPU Time 
– MC data:  

• CPU time for 10 times more statistics than Raw Data 
• Another factor 2 for bhabha, eemumu, … 
• Marline CPU time = 0.2 x Mokka CPU time 

– Online Process Data:  
• CPU time/event = 0.2 x Mokka CPU time 
• Nb. of events to be processed = 2xNb. of signal ( 2 for Bhabha, etc ) 

– Offline Process Data: 
• Same as OPD 

– Computing efficiency: 90% 
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Summary of data size and  CPU of  ~1 year(107sec) of running 

EM Energy 250 350 500 GeV

Int Lumi for 10^7 75 100 180 fb^-1

Nb. of Signal + Bhabha / BX 0.53% 0.47% 0.82% %

Data size ( for one set )

Raw Data (RD) 5.5 6.2 8.9 PB

Online Processed Data (OPD) 0.2 0.3 0.4 PB

Offline Reconstructed Data (ORD) 0.3 0.4 0.5 PB

MC Data (Sim+REC+DST) 0.8 0.9 2.2 PB

Sub Total 6.9 7.8 12.0 PB

Data size ( incl. replication )

Raw Data (RD) 16.5 18.6 26.7 PB

Online Processed Data (OPD) 2.2 2.5 3.6 PB

Offline Reconstructed Data (ORD) 3.3 3.8 5.4 PB

MC Data 0.9 1.1 2.5 PB

Sub Total 23.0 26.0 38.2 PB

Total Data size 22.2 25.0 36.1 PB

CPU 

MC CPU days for 10xLumi 410.9 569.3 1574.2 CPU daysx1k core

Online Process Data(*) 6.8 9.5 26.2 CPU daysx1k core

Offline Process Data 6.8 9.5 26.2 CPU daysx1k core

Total CPU days 417.8 578.8 1600.4 CPU daysx1k core

# of cores to process in 90 days 5.2 7.1 19.8 k cores

preliminary 
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Summary 

• A preliminary result on computing resources necessary for ILD is 
presented.  

• Numbers used for the estimation are very preliminary and subject to 
change Needs to be improved or confirmed.  For examples, 
– Efficiency of non-signal event filtering 
– CPU time of online data processing, incl. calibration, alignment, filtering, ... 
– Consistency of raw data size in TDR and pair background simulation 
– How many MC events do we produce ? 
– How many reprocessing do we need ? 
– size of disk storage ? 
– resources during the construction ? 
– … more 

• Independent estimation by SiD will help 
• Comments/suggestions/thoughts are highly welcomed. 
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SiD’s task(s) 

• (From what I understand) the main purpose of this effort is to 
understand the spending profile for (all aspects of) the ILC campus 

• ILD also has prepared man power estimates 
– SiD should come up with their own estimates, then we compare 

• Some things will be shared with ILD, others will be taken care of the 
detector collaborations 
– We have some catching up to do before we can compare numbers 

with ILD 
– There are a few things we can / should discuss together, but we also 

need to put in some work to understand the details, e.g. event filtering 

• Akiya did basically all of this by himself – we should try to split up 
tasks to catch up faster 

12 Jan Strube -- Summary of Akiya's slides 


