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Galaxies 
 

•  Rotation curves of spiral galaxies 
•  Gas temperature in elliptical galaxies 

Clusters of galaxies 
 

•  Peculiar velocities and gas temperature 
•  Weak lensing 
•  Dynamics of cluster collision 

Cosmological scales 
 
Through the study of the anisotropies in the Cosmic 
Microwave Background the fundamental components of 
the Universe can be determined  

Dark Matter is a necessary (and abundant) ingredient in the Universe 

ΩCDM h2 = 0.110 ± 0.006	



21-­‐11-­‐11	
  U.	
  Minnesota	
   David	
  G.	
  Cerdeño	
  

It is also one of the clearest hints to 
look for Physics Beyond the SM  

WMAP 7 yr 



We don’t know yet what DM is... but we do know many of its properties 
 

Good candidates for Dark Matter have to fulfil the following conditions	
  

•  Neutral 
•  Stable on cosmological scales 
•  Reproduce the correct relic abundance 
•  Not excluded by current searches 
•  No conflicts with BBN or stellar evolution	
  

Many candidates in Particle Physics	
  

•  Axions 
•  Weakly Interacting Massive Particles (WIMPs) 
•  SuperWIMPs and Decaying DM 
•  WIMPzillas 
•  Asymmetric DM 
•  SIMPs, CHAMPs, SIDMs, ETCs... 	
   ... they have very different properties	
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Indirect Detection 

WIMP 

Super 
Heavy DM 

Light DM Ax ion- l i ke 
particles 

R DDM 

Super 
WIMPs 

Dark matter can be searched for in different ways 

Direct Detection 

Accelerator 
Searches 

LHC (ILC) 

DAMA/LIBRA 
CDMS 
XENON 
KIMS 
COUPP 
ZEPLIN 
CoGeNT 
CRESST 
ANAIS 
SIMPLE 
... 

PAMELA 
Fermi 

MAGIC 
AMS 

ANTARES 
IceCube 

CTA 
... 

(DM-nuclei scattering) 

(DM annihilation) 

(DM production) 



probing different aspects of the DM interactions with ordinary matter 
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Many DM models can be 
probed by the different 
experimental techniques 

“Redundant” detection can 
be used to extract DM 
properties 

Constraints in one sector 
might affect observations in 
the other two. 

Direct Detection 

DAMA/LIBRA 
CDMS 
XENON 
KIMS 
COUPP 
ZEPLIN 
CoGeNT 
CRESST 
ANAIS 
SIMPLE 
... 

(DM-nuclei scattering) 

Indirect Detection 

PAMELA 
Fermi 

MAGIC 
AMS 

ANTARES 
IceCube 

CTA 
... 

(DM annihilation) 

Accelerator 
Searches 

LHC (ILC) (DM production) 

COMPLEMENTARITY 
of DM searches 



Scattered  
WIMP 

Recoiling 
Nucleus 

•  Ionization 
•  Scintillation 
•  Increase of temperature (phonons) 

•  Bubble nucleation	
  

WIMP scattering with nuclei can be measured through	
  

Detection rate	
  

Astrophysical parameters	
  Experimental setup	
   Theoretical input	
  

Local DM density 
Velocity distribution factor	
  

Differential cross section 
(of WIMPs with quarks) 
 
Nuclear uncertainties 	
  

Target material (sensitiveness to 
spin-dependent and –independent 
couplings) 

Detection threshold  

1 Introduction

2 Direct dark matter detection

Let us start by briefly reviewing some basic expressions describing the WIMP rate in

direct dark matter detection [1] (for a recent review see Ref. [2]).

The differential event rate for the elastic scattering of a WIMP with mass mχ off a

nucleus with mass mN is given by

dR

dER
=

ρ0
mN mχ

∫ ∞

vmin

vf(v)
dσWN

dER
(v, ER) dv , (2.1)

where ρ0 is the local WIMP density and f(v) is the WIMP speed distribution in the

detector frame normalized to unity. The integration over WIMP speeds is performed

from the minimum WIMP speed which can induce a recoil of energy ER: vmin =√
(mNER)/(2µ2

N) and a escape velocity vesc, the maximum speed in the Galactic rest

frame for WIMPs which are gravitationally bound to the Milky Way. The total event

rate is then calculated by integrating the differential event rate over all the possible

recoil energies,

R =

∫ ∞

ET

dER
ρ0

mN mχ

∫ ∞

vmin

vf(v)
dσWN

dER
(v, ER) dv . (2.2)

Here ET is the threshold energy, the smallest recoil energy which the detector is capable

of measuring, and is a crucial parameter of the experimental setup.

In general, the WIMP-nucleus cross section can be separated into a spin-independent

(scalar) and a spin-dependent contribution, and the total WIMP-nucleus cross section

is calculated by adding coherently the above spin and scalar components, using nuclear

wave functions. The differential cross section thus reads

dσWN

dER
=

mN

2µ2
Nv

2

(
σSI
0 F 2

SI(ER) + σSD
0 F 2

SD(ER)
)
, (2.3)

where σSI, SD
0 are the spin-independent and -dependent cross sections at zero momen-

tum transfer, and the form factors FSI, SD(ER) account for the coherence loss which

leads to a suppression in the event rate for heavy WIMPs or nucleons in the spin-

independent and -dependent contributions.

[DC: Not sure we should start with this since we do not determine the ex-

pressions of the effective Lagrangian and this is actually only for Fermions.

2

Direct DM detection, where do we stand? 
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DAMA (DAMA/LIBRA) signal on annual 
modulation 

Possible explanations in terms of “exotic” 
dark matter also constrained   

Kopp, Schwetz, Zupan ‘11 

•  Spin-dependent WIMP couplings 
•  Pseudoscalar DM 
•  Inelastic Dark Matter 
•  Very light WIMPs 
•  ... 
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FIG. 1: Constraints on elastic, spin-independent, isospin-conserving DM–nucleon scattering. We show the

parameter regions preferred by the CRESST-II and DAMA signals (for CoGeNT see fig. 2), together with

constraints from KIMS, CDMS (high threshold and low threshold analyses), XENON-100 and the CRESST

commissioning run.

recent CRESST analysis and the commissioning run data are based on different acceptance

cuts, and a direct comparison might be subject to systematic uncertainties.

In order to quantify agreement or disagreement between data sets, we use the parameter

goodness of fit (PG) test [71]. This test is based on the χ2 function

χ2
PG = ∆χ2

1 +∆χ2
2 with ∆χ2

i = χ2
i (global bf)− χ2

i,min , (5)

where the index i = 1, 2 labels the data sets whose compatibility is to be tested, and

∆χ2
i is the difference between the χ2 of the i-th data set at the global best fit point (i.e.,

at the minimum of χ2
1 + χ2

2) and the minimum χ2 from a fit to the i-th data set alone.

χ2
PG measures the “price” one has to pay for combining the data sets, compared to fitting

them independently. χ2
PG follows a χ2 distribution with a number of degrees of freedom

corresponding to the number of parameters to which both data sets are sensitive (see [71]

for a precise definition). As shown in Table I, the PG test finds consistency between the

full CRESST-II data set and the data from the commissioning run at the level of 10%. The

combined best fit point is obtained at mχ = 12.9 GeV and σp = 2.0× 10−41 cm2.

For comparison we show in fig. 1 also constraints imposed on the eSI DM mass and cross

section by various null searches, confirming that an interpretation of CRESST data in terms

of elastically scattering spin-independent and isospin-conserving dark matter is ruled out by

XENON-100 [10], CDMS [8], and the CDMS low threshold analysis [9]. As we can see from

Table I, the PG test gives a probability for consistency between CRESST versus CDMS and

XENON of less than 10−5.

Below,we discuss modified particle physics models with the aim of bringing CRESST

results into agreement with those bounds. Before we do that, however, let us briefly address

9

cumulative exposure 427,000 kg x day 
(13 annual cycles) 

DAMA/LIBRA Coll. ‘10 

... however other experiments (CDMS, 
Xenon, CoGeNT, ZEPLIN, Edelweiss, ...) did 
not confirm (its interpretation in terms of 
WIMPs).  
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Hints of light WIMPs in recent (2011) experimental results...? 

•  DAMA/LIBRA (NaI) region extended to very light WIMPs (channelling, quenching factors, ...) 
Bottino, Fornengo, Scopel ‘09, DAMA/LIBRA ‘11 

•  CoGeNT (Ge) finds irreducible background that can be compatible with 7-12 GeV WIMPs 

Collar et al. ‘10, ‘11 ... annual modulation (2.8σ in 15 months data) in CoGeNT  

CRESST-II ‘11	
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Table 4 Results of the maximum likelihood fit. Shown are the ex-
pected total contributions from the backgrounds considered as well
as from a possible WIMP signal, for the parameter values of the
two likelihood maxima. The small statistical error given for the e/γ -
background reflects the large number of observed events in the e/γ -
band. The other errors correspond to a 1σ confidence interval as de-
termined by MINOS (see Sect. 5.1). The corresponding WIMP mass
and interaction cross section are listed for each of the two likelihood
maxima

M1 M2

e/γ -events 8.00 ± 0.05 8.00 ± 0.05

α-events 11.5+2.6
−2.3 11.2+2.5

−2.3

Neutron events 7.5+6.3
−5.5 9.7+6.1

−5.1

Pb recoils 15.0+5.2
−5.1 18.7+4.9

−4.7

Signal events 29.4+8.6
−7.7 24.2+8.1

−7.2

mχ [GeV] 25.3 11.6

σWN [pb] 1.6 · 10−6 3.7 · 10−5

6.1 Resulting fit parameters

We find that the total likelihood function has two maxima in
the parameter space, which we denote M1 and M2, respec-
tively. M1 is the global maximum, but M2 is only slightly
disfavored with respect to M1. We will hence discuss both
solutions in the following.

Table 4 shows the expected contributions of the back-
grounds and of a possible WIMP signal in the two likeli-
hood maxima. The background contributions are very sim-
ilar for M1 and M2: The expected e/γ -background is one
event per module according to the choice of the acceptance
region, with a negligible statistical uncertainty due to the
large number of events in the e/γ -band. The lead recoil and
the α-background are similar to our simple estimates given
in Sect. 4. Both these backgrounds are slightly larger than
the contribution from neutron scatterings. In the context of
the latter, the fit assigns roughly half of the coincident events
to neutrons from a radioactive source and to muon-induced
neutrons, respectively. This translates into about 10 % of the
single neutron background being muon-induced.

In both likelihood maxima the largest contribution is as-
signed to a possible WIMP signal. The main difference
between the two likelihood maxima concerns the best-fit
WIMP mass and the corresponding cross section, with mχ =
25.3 GeV in case of M1 and mχ = 11.6 GeV for the
case M2. The possibility of two different solutions for the
WIMP mass can be understood as a consequence of the dif-
ferent nuclei present in our target material. The given shape
of the observed energy spectrum can be explained by two
sets of WIMP parameters: in the case of M1, the WIMPs are
heavy enough to detectably scatter off tungsten nuclei (cp.
Fig. 1), about 69 % of the recoils are on tungsten, ∼25 % on
calcium and ∼7 % on oxygen, while in M2, oxygen (52 %)

Fig. 12 Energy spectrum of the accepted events from all detector
modules, together with the expected contributions from the considered
backgrounds and a WIMP signal, as inferred from the likelihood fit.
The solid and dashed lines correspond to the fit results M1 and M2,
respectively (Color figure online)

and calcium recoils (48 %) constitute the observed signal
and lead to a similar spectral distribution in terms of the re-
coil energy. The two possibilities can, in principle, be dis-
criminated by the light yield distribution of the signal events.
However, at the low recoil energies in question, there is con-
siderable overlap between the oxygen, calcium, and tung-
sten bands, so that we can currently not completely resolve
the ambiguity. This may, however, change in a future run of
the experiment.

Figure 12 illustrates the fit result, showing an energy
spectrum of all accepted events together with the expected
contributions of backgrounds and WIMP signal. The solid
lines correspond to the likelihood maximum M1, while the
dashed lines belong to M2. The complicated shape of the
expectations is the result of taking into account the energy-
dependent detector acceptances. In particular, the different
energy thresholds of the individual detector modules lead to
a steep increase of the expectations when an additional mod-
ule sets in.

We note that neither the expected α- or lead recoil back-
grounds nor a possible neutron background resemble a
WIMP signal in terms of the shape of their energy spec-
trum. Even if our analysis severely underestimated one of
these backgrounds, this could therefore hardly be the expla-
nation of the observed event excess.

On the other hand, the leakage of e/γ -events rises steeply
towards low energies and one may be tempted to consider a
strongly underestimated e/γ -background as the source of
the observation. However, in addition to the energy spec-
trum, also the distribution in the light yield parameter needs
to be taken into account. Figure 13 shows the corresponding
light yield spectrum of the accepted events, together with the
expectations from all considered sources. Again, the shape
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FIG. 1: Top: Uncorrected (i.e., prior to threshold efficiency
correction) spectrum displaying all expected K-shell EC cos-
mogenic peak positions. The dotted histogram shows the
spectrum before rejection of surface background events. Bot-
tom: Uncorrected low-energy spectrum following removal of
surface events. Dotted Gaussian peaks show the predicted
L-shell EC contribution, devoid of any free parameters (see
text). A dashed line traces their envelope. A second dashed
line indicates the combined threshold efficiency (trigger +
software cuts) [1], an arrow pointing from it to the right scale.
Inset: Spectra corrected by this efficiency and stripped of L-
shell contribution and flat background component. Examples
of light WIMP signals are overlapped on it (see text).

the individual L-shell predictions in a background model
containing this envelope, an exponential and a constant
background. The resulting best-fit indicates a L-shell
contribution just 10% short of the nominal prediction,
well within its uncertainty. Fig. 2 shows the region of in-
terest (ROI) obtained when these irreducible spectra are
fitted by a sample model containing signals from WIMPs
of mass mχ and spin-independent coupling σSI , and a
free exponential background. As in [1], this ROI is de-
fined by the upper and lower 90% C.L. intervals for the
best-fit σSI , whenever the lower interval is incompatible
with a null value. This ROI is meant to direct the eye
to the region of parameter space where the hypothesis of
a WIMP signal dominating the irreducible background
events fares best, but it does not include astrophysical or
other uncertainties listed next. Reasonable uncertainties
in the germanium quenching factor employed (Fig. 4 in
[2], [10]) can shift this ROI by∼ ±1 GeV/c2. The present
uncertainty in the fiducial bulk volume of this detector
is O(10)% [1]. Departures from the assumption of a con-

FIG. 2: ROI extracted from the irreducible spectra in Fig. 1
(inset) under consideration of a light-WIMP hypothesis. A
small dotted line bisects it, approximately separating the do-
mains favored by the black dot (left) or unfilled circle (right)
spectra in Fig. 1. ROI definition and uncertainties able to
shift it are described in the text. The DAMA/LIBRA ROI
includes present uncertainties in its position [11], with the
exception of ion channeling [14], conservatively assumed to
be absent. Solid and dotted lines are CDMS limits from [15]
and [7], respectively. A dashed line corresponds to recent
XENON100 claims [8]. Uncertainties in these constraints and
those by XENON10 [16] are examined in [17, 18].

stant background in the model above can also displace
this region. A modest contamination of the spectrum by
surface events next to threshold [1, 6] would shift this
ROI to slightly higher values of mχ and lower σSI . The
additional exposure collected since [1] results in a much
reduced CoGeNT ROI, one in the immediate vicinity of
the parameter space compatible with the annual modu-
lation effect observed by DAMA/LIBRA [11, 12]. This
region of σSI , mχ space is populated by the predictions
of several particle phenomenologies. The reader is di-
rected to references in [1] and recent literature for ex-
amples. The same region has received recent attention
within the context of dark matter annihilation signatures
at the center of our galaxy, and anomalies in accelerator
experiments [13]. Fig. 2 also displays limits from other
searches, a subject treated again below.
A search for a WIMP-induced annual modulation in

dark matter detector data requires an exceptional low-
energy stability in the device. Fig. 3 shows that these
conditions are present for CoGeNT. The top panel dis-
plays daily averages in the detector electronic noise. Ex-
cessive excursions in this parameter would affect the sta-
bility of the detector threshold. These are not observed.
Precautions are taken to ensure that this noise is as sta-
ble as possible: for instance, by automatically refilling
the detector liquid nitrogen Dewar every 48h, the crystal
temperature and its associated leakage current are held
as constant as possible. The second panel shows the sta-
bility of the trigger threshold, derived from the difference
between the daily average baseline DC level in the trig-
gering channel and a constant (digitally fixed) discrimi-
nator level. The small excursions observed correspond to
a temperature drift in the digitizers (NI 5102) and shap-
ing amplifier (Ortec 672) of ∼ 1◦C. These small instabil-

4

FIG. 4: Rate vs. time in several energy regions (the last bin
spans 8 days). A dotted line denotes the best-fit modulation.
A solid line indicates a prediction for a 7 GeV/c2 WIMP in
a galactic halo with Maxwellian velocity distribution. Back-
ground contamination and/or a non-Maxwellian halo can shift
the amplitude of this nominal modulation (see text). Dotted
and solid lines overlap for the bottom panels.

radon levels by a factor ∼4 [24]. Muon-coincident events
constitute a few percent of the low-energy spectrum [1],
limiting a muon-induced modulated amplitude to <<1%
[6]. Rejection of veto-coincident events does not alter the
observed modulation. Radon displacement via pressur-
ized LN boil-off gas is continuously maintained at 2 l/min
within an aluminum shell encasing the lead shielding [25].
A radon-induced modulation would be expected to affect
a much broader spectral region than observed [26].

The CDMS collaboration has recently claimed [7] to
exclude a light-WIMP interpretation of CoGeNT and
DAMA/LIBRA observations. Uncertainties affecting
this claim are discussed in [17, 27]. Observations from
XENON10 [16] and XENON100 [8] have been used to
claim a similar rejection of light-WIMP scenarios. Un-
certainties affecting these searches are examined in [18].

In conclusion, presently available CoGeNT data favor
the presence of an annual modulation in the low-energy
spectral rate, for events taking place in the bulk of the
detector only. While its origin is presently unknown, the
spectral and temporal information are prima facie con-

gruent when the WIMP hypothesis is examined: in par-
ticular, the WIMP mass region most favored by a spectral
analysis (Fig. 2) generates predictions for the modulated
amplitude in agreement with observations, modulo the
dependence of this assertion on the choice of astrophysi-
cal parameters and halo velocity distribution [21–23, 28].
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CoGeNT ‘11	
  

•  CRESST II (CaWO4) (730 kg day) finds a significant excess over the expected background 
Angloher et al.  ‘11 

~7-12 GeV 
WIMP 

~10-30 GeV WIMP 



However very light WIMPs have not shown up in other experiments 

•  XENON finds no light WIMPs: issues 
with scintillation efficiency (Leff)? 

Gelmini, Gondolo, Bozorgnia, ‘09 ‘10 

CDMS ‘11 

XENON10, XENON100 ‘11-12 

•  SIMPLE: (C2ClF5) Further constraints 
on DAMA/LIBRA and CoGeNT regions 

•  DAMA-LIBRA interpretation in terms of channelling is challenged 
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SIMPLE ’11-12 
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DAMA/Na

CoGeNT

CDMS (2010/11)
EDELWEISS (2011/12)

XENON10 (2011)

XENON100 (2011)

COUPP (2012)
SIMPLE (2012)

ZEPLIN-III (2012)
CRESST-II (2012)

XENON100 (2012)
observed limit (90% CL)

Expected limit of this run: 

 expected! 2 ±
 expected! 1 ±

FIG. 3: New result on spin-independent WIMP-nucleon scat-
tering from XENON100: The expected sensitivity of this run
is shown by the green/yellow band (1σ/2σ) and the result-
ing exclusion limit (90% CL) in blue. For comparison, other
experimental results are also shown [19–22], together with
the regions (1σ/2σ) preferred by supersymmetric (CMSSM)
models [18].

the benchmark region fluctuates to 2 events is 26.4% and
confirms this conclusion.

A 90% confidence level exclusion limit for spin-
independent WIMP-nucleon cross sections σχ is calcu-
lated, assuming an isothermal WIMP halo with a lo-
cal density of ρχ = 0.3GeV/c3, a local circular veloc-
ity of v0 = 220 km/s, and a Galactic escape velocity of
vesc = 544 km/s [17]. Systematic uncertainties in the en-
ergy scale as described by the Leff parametrization of [6]
and in the background expectation are profiled out and
represented in the limit. Poisson fluctuations in the num-
ber of PEs dominate the S1 energy resolution and are
also taken into account along with the single PE resolu-
tion. The expected sensitivity of this dataset in absence
of any signal is shown by the green/yellow (1σ/2σ) band
in Fig. 3. The new limit is represented by the thick blue
line. It excludes a large fraction of previously unexplored
parameter space, including regions preferred by scans of
the constrained supersymmetric parameter space [18].

The new XENON100 data provide the most strin-
gent limit for mχ > 8GeV/c2 with a minimum of
σ = 2.0 × 10−45 cm2 at mχ = 55GeV/c2. The max-
imum gap analysis uses an acceptance-corrected expo-
sure of 2323.7 kg×days (weighted with the spectrum of a
100GeV/c2 WIMP) and yields a result which agrees with
the result of Fig. 3 within the known systematic differ-
ences. The new XENON100 result continues to challenge
the interpretation of the DAMA [19], CoGeNT [20], and
CRESST-II [21] results as being due to scalar WIMP-
nucleon interactions.
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FIG. 1. (color online) The rate of CDMS II nuclear-recoil
band events is shown for the 5.0–11.9 keVnr interval (dark
blue), after subtracting the best-fit unmodulated rate, Γd,
for each detector. The horizontal bars represent the time
bin extents, the vertical bars show ±1σ statistical uncertain-
ties (note that one CDMS II time bin is of extremely short
duration). The CoGeNT rates (assuming a nuclear-recoil en-
ergy scale) and maximum-likelihood modulation model in this
energy range (light orange) are shown for comparison. The
CDMS exposure starts in late 2007, while the CoGeNT expo-
sure starts in late 2009.

rates in this energy range with amplitudes greater than

0.06 [keVnr kg day]−1 are excluded at the 99% C.L.

For comparison, a similar analysis was carried out us-

ing the publicly available CoGeNT data [19]. Our analy-

sis of CoGeNT data is consistent with previously pub-

lished analyses [6, 7, 14]. Figure 3 shows the modu-

lated spectrum of both CDMS II and CoGeNT, assum-

ing the phase (106 days) which best fits the CoGeNT

data over the full CoGeNT energy range. Compatibil-

ity between the annual modulation signal of CoGeNT

and the absence of a significant signal in CDMS is de-

termined by a likelihood-ratio test, which involves cal-

culating λ ≡ L0/L1, where L0 is the combined max-

imum likelihood of the CoGeNT and CDMS data as-

suming both arise from the same simultaneous best-fit

values of M and φ, while L1 is the product of the maxi-

mum likelihoods when the best-fit values are determined

for each dataset individually. The probability distribu-

tion function of −2 lnλ was mapped using simulation,

and agreed with the χ2 distribution with two degrees

of freedom, as expected in the asymptotic limit of large

statistics and away from physical boundaries. The simu-

lation found only 82 of the 5×103 trials had a likelihood

ratio more extreme than was observed for the two ex-

periments, confirming the asymptotic limit computation

which indicated 98.3% C.L. incompatibility between the

annual-modulation signals of CoGeNT and CDMS for the

5.0–11.9 keVnr interval.

We extend this analysis by applying the same method

to CDMS II single-scatter and multiple-scatter events

without applying the ionization-based nuclear-recoil cut.

These samples are both dominated by electron recoils.

Figure 4 shows the confidence intervals for the allowed
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FIG. 2. (color online) Allowed regions for annual modulation
of CoGeNT (light orange) and the CDMS II nuclear-recoil
sample (dark blue), for the 5.0–11.9 keVnr interval. In this
and the following polar plot, a phase of 0 corresponds to Jan-
uary 1st, the phase of a modulation signal predicted by generic
halo models (152.5 days) is highlighted by a dashed line, and
68% (thickest), 95%, and 99% (thinnest) C.L. contours are
shown.
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FIG. 3. (color online) Amplitude of modulation vs. energy,
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ange circles, 68% confidence interval shown with vertical line)
and CDMS nuclear-recoil singles (dark blue rectangles, 68%
confidence interval given by rectangle height). The phase that
best fits CoGeNT over all energies (106 days) was chosen for
this representation. The upper horizontal scale shows the
electron-recoil-equivalent energy scale for CoGeNT events.
The 5–11.9 keVnr energy range over which this analysis over-
laps with the low-energy channel of CoGeNT has been divided
into 3 (CDMS) and 6 (CoGeNT) equal-sized bins.
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ergy scale) and maximum-likelihood modulation model in this
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CDMS exposure starts in late 2007, while the CoGeNT expo-
sure starts in late 2009.

rates in this energy range with amplitudes greater than

0.06 [keVnr kg day]−1 are excluded at the 99% C.L.

For comparison, a similar analysis was carried out us-

ing the publicly available CoGeNT data [19]. Our analy-

sis of CoGeNT data is consistent with previously pub-

lished analyses [6, 7, 14]. Figure 3 shows the modu-

lated spectrum of both CDMS II and CoGeNT, assum-

ing the phase (106 days) which best fits the CoGeNT

data over the full CoGeNT energy range. Compatibil-

ity between the annual modulation signal of CoGeNT

and the absence of a significant signal in CDMS is de-

termined by a likelihood-ratio test, which involves cal-

culating λ ≡ L0/L1, where L0 is the combined max-

imum likelihood of the CoGeNT and CDMS data as-

suming both arise from the same simultaneous best-fit

values of M and φ, while L1 is the product of the maxi-

mum likelihoods when the best-fit values are determined

for each dataset individually. The probability distribu-

tion function of −2 lnλ was mapped using simulation,

and agreed with the χ2 distribution with two degrees

of freedom, as expected in the asymptotic limit of large

statistics and away from physical boundaries. The simu-

lation found only 82 of the 5×103 trials had a likelihood

ratio more extreme than was observed for the two ex-

periments, confirming the asymptotic limit computation

which indicated 98.3% C.L. incompatibility between the

annual-modulation signals of CoGeNT and CDMS for the

5.0–11.9 keVnr interval.

We extend this analysis by applying the same method

to CDMS II single-scatter and multiple-scatter events

without applying the ionization-based nuclear-recoil cut.

These samples are both dominated by electron recoils.

Figure 4 shows the confidence intervals for the allowed
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CDMS does not see annual modulation 
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A recent analysis of CDMS II data has shown no evidence of modulation. 
 
This means a further constraint on CoGeNT claims 

•  CoGeNT: smaller amplitude of the DM modulation signal in second year of data 
Collar in IDM 2012 

CoGeNT	
  

CDMS II	
  

CoGeNT	
  

CDMS II	
  



Direct detection experiments set bounds on particle DM models 

Example: Lightest neutralino in the Minimal Supersymmetric Standard Model	
  

Very light Bino-like neutralinos with 
masses ~10 GeV could account for 
the DAMA signal 

Bottino, Donato, Fornengo, Scopel 2008 

This region is currently extremely 
constrained (if not ruled out) by 
current LHC bounds 

LHCb 2012 

Large cross section for a wide range 
of masses 

Ellis, Ferstl, Olive 2005 
Baek, D.G.C., Kim, Ko, Muñoz 2005‏ 
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Finally, NB0
(s)

→µ+µ− is the number of observed signal

events. The observed numbers of B+ → J/ψK+, B0
s →

J/ψφ and B0 → K+π− candidates are 340 100 ± 4500,
19 040 ± 160 and 10 120 ± 920, respectively. The three
normalization factors are in agreement within the uncer-
tainties and their weighted average, taking correlations
into account, gives αnorm

B0
s→µ+µ− = (3.19 ± 0.28) × 10−10

and αnorm
B0→µ+µ− = (8.38± 0.39)× 10−11.

For each bin in the two-dimensional space formed by
the invariant mass and the BDT we count the number
of candidates observed in the data, and compute the ex-
pected number of signal and background events.

The systematic uncertainties in the background and
signal predictions in each bin are computed by fluctu-
ating the mass and BDT shapes and the normalization
factors along the Gaussian distributions defined by their
associated uncertainties. The inclusion of the systematic
uncertainties increases the B0 → µ+µ− and B0

s → µ+µ−

upper limits by less than ∼ 5%.
The results for B0

s → µ+µ− and B0 → µ+µ− decays,
integrated over all mass bins in the corresponding signal
region, are summarized in Table I. The distribution of
the invariant mass for BDT>0.5 is shown in Fig. 1 for
B0

s → µ+µ− and B0 → µ+µ− candidates.

FIG. 1. Distribution of selected candidates (black points)
in the (left) B0

s → µ+µ− and (right) B0 → µ+µ− mass
window for BDT>0.5, and expectations for, from the top,
B0

(s) → µ+µ− SM signal (gray), combinatorial background

(light gray), B0
(s) → h+h�− background (black), and cross-

feed of the two modes (dark gray). The hatched area depicts
the uncertainty on the sum of the expected contributions.

The compatibility of the observed distribution of
events with that expected for a given branching frac-
tion hypothesis is computed using the CLs method [15].
The method provides CLs+b, a measure of the com-
patibility of the observed distribution with the signal
plus background hypothesis, CLb, a measure of the
compatibility with the background-only hypothesis, and
CLs = CLs+b/CLb.

The expected and observed CLs values are shown in
Fig. 2 for the B0

s → µ+µ− and B0 → µ+µ− channels,
each as a function of the assumed branching fraction.
The expected and measured limits for B0

s → µ+µ− and
B0 → µ+µ− at 90% and 95% CL are shown in Table II.
The expected limits are computed allowing the presence
of B0

(s) → µ+µ− events according to the SM branching
fractions, including cross-feed between the two modes.

The comparison of the distributions of observed
events and expected background events results in a p-
value (1− CLb) of 18% (60%) for the B0

s → µ+µ−

(B0 → µ+µ−) decay, where the CLb values are those cor-
responding to CLs+b = 0.5.

A simultaneous unbinned likelihood fit to the mass pro-
jections in the eight BDT bins has been performed to
determine the B0

s → µ+µ− branching fraction. The sig-
nal fractional yields in BDT bins are constrained to the
BDT fractions calibrated with the B0

(s) → h+h�− sam-

ple. The fit gives B(B0
s → µ+µ−) = (0.8+1.8

−1.3) × 10−9,
where the central value is extracted from the maximum
of the logarithm of the profile likelihood and the uncer-
tainty reflects the interval corresponding to a change of
0.5. Taking the result of the fit as a posterior, with a
positive branching fraction as a flat prior, the probabil-
ity for a measured value to fall between zero and the SM
expectation is 82%, according to the simulation. The
one-sided 90%, 95% CL limits, and the compatibility
with the SM predictions obtained from the likelihood, are
in agreement with the CLs results. The results of a fully
unbinned likelihood fit method are in agreement within
uncorrelated systematic uncertainties. The largest sys-
tematic uncertainty is due to the parametrization of the
combinatorial background BDT.

In summary, a search for the rare decays B0
s → µ+µ−

and B0 → µ+µ− has been performed on a data sam-
ple corresponding to an integrated luminosity of 1.0 fb−1.
These results supersede those of our previous publica-
tion [6] and are statistically independent of those ob-
tained from data collected in 2010 [12]. The data are
consistent with both the background-only hypothesis and
the combined background plus SM signal expectation at
the 1σ level. For these modes we set the most stringent
upper limits to date: B(B0

s → µ+µ−) < 4.5 × 10−9 and
B(B0 → µ+µ−) < 1.03× 10−9 at 95% CL.
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Bertone, Cerdeño., Fornasa, Ruiz de Austri,  Trotta 2011 

The negative results allow to exclude the Focus Point region, even with Astrophysical 
and Hadronic Uncertainties, and constrain neutralino masses below 250 GeV	
  

Impact of Xenon 100 (and LHC) results on the CMSSM 
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Figure 2. As in Fig. 1, but now black contours include XENON100 data (considering hadronic and
astrophysical uncertainties as nuisance parameters), while the blue empty contours show for comparison the
case where no direct detection data are included (from the inside out: 68%, 95% and 99% regions). We observe
a strong suppression of the viability of the FP region. Notice that the XENON100 90% limit (red/dashed
line) has been included only to guide the eye, as our implementation of the XENON100 data is slightly more
conservative than the procedure adopted in Ref. [15].

data, as can be seen explicitly in the rightmost plot. This clearly illustrates the potential of
direct detection experiments to constrain SUSY.

3.3 Impact of the δaSUSY
µ constraint

The muon anomalous magnetic moment provides an interesting window to new Physics,
since it is very accurately measured. A constraint on the supersymmetric contribution to
this observable, δaSUSY

µ , can be extracted by comparing the experimental result [59], with
the theoretical evaluations of the Standard Model contribution [60–62]. Although the latter
have become increasingly precise in the last decade, they are still subject to theoretical uncer-

– 11 –

LHC

Strege et al. (2011)

m1/2 (TeV)

m
0 (T

eV
)

Posterior pdf

Flat priors

Astro and hadronic included

0 1 20

1

2

3

4
Strege et al. (2011)

tan !

A 0 (T
eV

)
Posterior pdf

Flat priors

Astro and hadronic included

0 20 40 60−4

−2

0

2

4

XENON100

Strege et al. (2011)

m
"

1
0 (GeV)

lo
g(
#

pSI
/p

b)

Posterior pdf

Flat priors

Astro and hadronic included

0 500 1000

−10

−9

−8

−7

−6

LHC

Strege et al. (2011)

m1/2 (TeV)

m
0 (T

eV
)

Posterior pdf

Log priors

Astro and hadronic included

0 1 20

1

2

3

4
Strege et al. (2011)

tan !

A 0 (T
eV

)

Posterior pdf

Log priors

Astro and hadronic included

0 20 40 60−4

−2

0

2

4

XENON100

Strege et al. (2011)

m
"

1
0 (GeV)

lo
g(
#

pSI
/p

b)
Posterior pdf

Log priors

Astro and hadronic included

0 500 1000

−10

−9

−8

−7

−6

LHC

Strege et al. (2011)

m1/2 (TeV)

m
0 (T

eV
)

Profile likelihood

Astro and hadronic included

0 1 20

1

2

3

4
Strege et al. (2011)

tan !

A 0 (T
eV

)

Profile likelihood

Astro and hadronic included

0 20 40 60−4

−2

0

2

4

XENON100

XENON1T

Strege et al. (2011)

m
"

1
0 (GeV)

lo
g(
#

pSI
/p

b)

Profile likelihood

Astro and hadronic included

0 500 1000

−10

−9

−8

−7

−6

Figure 2. As in Fig. 1, but now black contours include XENON100 data (considering hadronic and
astrophysical uncertainties as nuisance parameters), while the blue empty contours show for comparison the
case where no direct detection data are included (from the inside out: 68%, 95% and 99% regions). We observe
a strong suppression of the viability of the FP region. Notice that the XENON100 90% limit (red/dashed
line) has been included only to guide the eye, as our implementation of the XENON100 data is slightly more
conservative than the procedure adopted in Ref. [15].

data, as can be seen explicitly in the rightmost plot. This clearly illustrates the potential of
direct detection experiments to constrain SUSY.

3.3 Impact of the δaSUSY
µ constraint

The muon anomalous magnetic moment provides an interesting window to new Physics,
since it is very accurately measured. A constraint on the supersymmetric contribution to
this observable, δaSUSY

µ , can be extracted by comparing the experimental result [59], with
the theoretical evaluations of the Standard Model contribution [60–62]. Although the latter
have become increasingly precise in the last decade, they are still subject to theoretical uncer-
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Neutralino in the Next-to-MSSM (extended with a singlet field) 

The theoretical predictions are more flexible than those in the MSSM	
  

Very light Bino-singlino neutralinos 
are possible 

Aalseth et al. 2008 

The detection cross section can be 
larger (due to light Higgses)  ‏

Gunion, Hooper, McElrath 2005 

And their detection cross section 
significantly differs from that in the 
MSSM 

DGC, Gabrielli, Fogliani Muñoz, Teixeira 2007 

Xenon100 

CDMS (Soudan) 

CoGeNT 

DAMA-LIBRA 
(no channelling) 

DAMA-LIBRA 
(channelling) 

Xenon1T 

Super CDMS 
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Xenon10 

PICASSO 

COUPP DAMA-LIBRA 
(no channelling) 

DAMA-LIBRA 
(channelling) 

DAMA-LIBRA 
(channelling) 

DAMA-LIBRA 
(no channelling) 

KIMS 

Xenon10 

ZEPLIN III 

Do not impose yet strong constraints on DM models (notice however collider bounds)  

SD coupling to protons SD coupling to neutrons 

Tevatron 
LHC 

Currently we have also understood how nuclear uncertainties in the form factors affect 
these constraints  

Tevatron/LHC 

SuperK 

Spin-dependent searches have also become more sensitive 
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CDGC, Fornasa, Huh, Peiró  ‘12 

SIMPLE 

Neutralino 
MSSM 



Observe the products of Dark Matter annihilation (or decay!) 

Subject to larger uncertainties and very dependent on the halo parameters  

Indirect detection, signals or backgrounds? 

(positrons, antiprotons, antideuterons) 

(e.g., from the galactic centre or other 
galaxies) 

(from the centre of the Sun or the 
Earth) 
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The antimatter puzzle... 

PAMELA satellite revealed an excess in the positron fraction but no excess in the 
antiproton signal.	
  

Too small signals in canonical models (WIMP)	
  

•  boost factors (inhomogeneities? IMBH?) 
•  play with propagation parameters 
•  non-thermal DM 
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Figure 1. Feynman diagrams of the processes that contribute in leading order to the three-body
annihilation cross-section and produce internal bremsstrahlung. The first diagram very roughly cor-
responds to VIB, the second and third to FSR (but note that these contributions can be properly
defined and separated in a gauge-invariant way [22]).

mass-splitting of µ = 1.1. The spectra of secondary photons that stem from the subsequent
decay or fragmentation of the produced fermions are derived using Pythia 6.4.19 [56]. Note
that in case of bottom-quark final states we also take into account the production of VIB
gluons following Refs. [48, 57].1 For two-body annihilation, we cross-checked our results
with the analytical fits from Ref. [58, 59] and find very good agreement. From Fig. 2 it
is clear that for small enough mass-splittings the gamma-ray spectrum at high energies is
completely dominated by VIB photons, which show up as a pronounced peak at energies
close to the dark matter mass. Secondary photons and FSR only become relevant at lower
energies, or for larger values of µ. In our spectral analysis of galactic center fluxes presented in
Section 3, we will entirely concentrate on the spectral VIB feature and neglect the featureless
secondary photons. We will consider the range 1 < µ ! 2, because the VIB feature is most
important in the nearly degenerate case. In this range, the shape of the VIB spectrum is
almost independent of µ (it becomes slightly wider for larger µ), but its normalization can
vary rather strongly: for µ = 1.1 (µ = 2.0), the rate is already suppressed by a factor of 0.55
(0.05) with respect to the exactly degenerate µ = 1 case; for large µ, the rate scales as ∝ µ−4

(whereas the two-body annihilation rate scales like ∝ µ−2). For comparison with our main
results, we will also derive limits from dwarf galaxy observations (see Section 4.1); in this
case we will take into account both VIB and secondary photons.

2.2 Connection to the MSSM

Before continuing, let us briefly mention the connection between our toy model and the much
more often studied case of supersymmetry. The minimal supersymmetric extension to the
standard model (MSSM) is extremely well motivated from a particle physics point of view—
leading, in particular, to a unification of gauge couplings and strongly mitigating fine-tuning
issues in the Higgs sector—and the stability of the lightest supersymmetric particle (LSP)
is guaranteed by the conservation of R-parity; if it is neutral and weakly interacting, the
LSP thus makes for an ideal DM candidate (for a comprehensive and pedagogical primer to
supersymmetry and the MSSM see e.g. Ref. [61]).

In most cases, the lightest neutralino is the LSP, and thus a prime candidate for WIMP
DM [3]. It is a linear combination of the superpartners of the neutral components of the

1We use throughout the values αs = 0.118 and αem = 1/128 as evaluated at the mass of the Z boson. For
DM masses mχ = 40 to 300 GeV this approximation affects the VIB photon cross-section at the few percent
level, and the gluon VIB cross-section by ! 20%.
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130 GeV dark matter and the Fermi gamma-ray line

James M. Cline∗

Department of Physics, McGill University, 3600 Rue University, Montréal, Québec, Canada H3A 2T8

Based on tentative evidence for a peak in the Fermi gamma-ray spectrum originating from near
the center of the galaxy, it has been suggested that dark matter of mass ∼ 130 GeV is annihilating
directly into photons with a cross section ∼ 24 times smaller than that needed for the thermal
relic density. We propose a simple particle physics model in which the DM is a scalar X, with a
coupling λXX2|S|2 to a scalar multiplet S carrying electric charge, which allows for XX → γγ at
one loop due to the virtual S. We predict a second monochromatic photon peak at 114 GeV due
to XX → γZ. The S is colored under a hidden sector SU(N) or QCD to help boost the XX → γγ
cross section. The analogous coupling λhh

2|S|2 to the Higgs boson can naturally increase the partial
width for h → γγ by an amount comparable to its standard model value, as suggested by recent
measurements from CMS. Due to the hidden sector SU(N) (or QCD), S binds to its antiparticle
to form S-mesons, which will be pair-produced in colliders and then decay predominantly to XX,
hh, or to glueballs of the SU(N) which subsequently decay to photons. The cross section for X on
nucleons is close to the Xenon100 upper limit, suggesting that it should be discovered soon by direct
detection.

Refs. [1, 2] have recently found tentative evidence for
a narrow spectral feature at Eγ = 130 GeV in the Fermi-
LAT [3] data (a 4.6σ excess, or 3.3σ taking into account
the look-elsewhere effect), and have interpreted it as pho-
tons from the annihilation of dark matter (DM) of the
same mass. The Fermi collaboration does not yet re-
port such a signal, but their most recent upper limit of
〈σv〉 ∼ 10−27cm3s−1 (assuming an Einasto profile) for
130 GeV DM to annihilate into two photons [4] is con-
sistent with the required cross section found in [2]. The
DM interpretation was bolstered in ref. [5], which showed
that the two-photon annihilation channel gives a better
fit to the feature than do other final states leading to
photons, the others tending to give a broader peak than
is observed. Ref. [6] has suggested that the excess has
an astrophysical origin associated with the Fermi bub-
ble regions, but ref. [5] claims to locate the spatial re-
gions in which the signal is maximized, indicating that
the strongest emission is coming from close to the galac-
tic center and not the Fermi bubble regions. In this note
we adopt the annihilating DM hypothesis and propose a
model which can account for the monochromatic photon
line.1

q e

q e

!X !X

"

"

+S
X

X s

s

2(q e)s

FIG. 1: Feynman diagrams for the annihilation XX → γγ
mediated by virtual S.

∗Electronic address: jcline@physics.mcgill.ca
1 For an alternative model involving an extra U(1) gauge boson
see [7]. See also [8] for an earlier model that can provide gamma
ray lines from DM annihilation.

Dark matter (here denoted by X) should couple only
weakly to photons, if at all, at tree-level [9, 10]. One way
to insure the “darkness” of the DM is for it to couple
to photons only via loops. At one loop, the DM should
couple directly to charged particles S. To make a renor-
malizable coupling of this type, both X and S must be
bosons, since the stability of X and the conservation of
charge require X2 and |S|2. This leads us to consider the
interactions

Lint =
λX

2
X2 |S|2 + λh|H |2 |S|2 +

λhX

2
|H |2 X2 (1)

betweenX , the Higgs doubletH , and S. The second cou-
pling is not necessary, but neither is there is any reason to
forbid it, and in fact we will show that it can naturally
give rise to an interesting enhancement in the h → γγ
branching ratio, for the same values of the S mass and
charge as needed to explain the Fermi line. The third
coupling is useful for achieving the correct relic density
of X [11], as we will discuss. The stability of X is insured
by the Z2 symmetry X → −X .

Decays of S. It is necessary to make S unstable
in order to avoid charged relics, on whose abundance
there are very stringent bounds from terrestrial searches
for anomalous heavy isotopes [12, 13] and from their ef-
fects on big bang nucleosynthesis [14, 15]. We will also
find it useful to let S transform under QCD or a hid-
den SU(N) gauge symmetry, in order to boost the cross
section for XX → γγ. Suppose S is in the fundamen-
tal representation of SU(N) for definiteness. If SU(N)
is QCD and S has charge 4/3, it can decay into right-
handed up-type quarks through the renormalizable op-
erator εαβγSαūR,βuc

R,γ . If the SU(N) is exotic, then S
could decay into a lighter, neutral fundamental repre-
sentation field T and two charged right-handed fermions
through a dimension 5 operator. For example, if S has
charge qS = 2, the decay into T + e+ + e+ occurs via the

2 Gamma-ray flux from dark matter annihilation

The continuum gamma-ray differential flux from DM annihilation from a given observational region
∆Ω in the galactic halo has two main contributions: Prompt and Inverse Comptom Scattering
(ICS),

dΦγ

dEγ
(Eγ ,∆Ω) =

(

dΦγ

dEγ

)

prompt

+

(

dΦγ

dEγ

)

ICS

. (1)

We detail both contributions in the next subsections.

2.1 Prompt gamma rays

A continuous spectrum of gamma rays is produced by the decays of π0’s generated in the cascading
of annihilation products and by internal bremsstrahlung. While the former process is completely
determined for each given final state of annihilation, the latter depends on the details of the DM
model, such as the spin of the DM particle and the properties of the mediating particle. Neverthe-
less, it is known that internal bremsstrahlung always contains much model-independent final state
radiations, which are emitted directly from charged particles in the final states. In our analysis of
generic DM models, we only consider these components of the continuum spectrum (HOW IMPOR-
TANT ARE THE OTHERS?). It is a safe choice for the conservative approach that we follow, since
the inclusion of model-dependent components like (WHICH ARE THE OTHERS?) virtual internal
bremsstrahlung would make constraints stronger.

The prompt contribution can be written as

(

dΦγ

dEγ

)

prompt

=
∑

i

dN i
γ

dEγ
〈σiv〉

1

8πm2
DM

J̄(∆Ω)∆Ω , (2)

where the discrete sum is over all DM annihilation channels, dN i
γ/dEγ is the differential gamma-ray

yield, 〈σiv〉 is the annihilation cross section averaged over its velocity distribution, mDM is the mass
of the DM particle, and the quantity J̄(∆Ω), commonly known as the J-factor, is defined as

J̄(∆Ω) ≡
1

∆Ω

∫

dΩ

∫

l.o.s.
ρ2(r(l,Ψ)) dl . (3)

This quantity accounts for both the DM distribution and the geometry of the problem1. The integral
of the DM squared density ρ2 in the direction of observation Ψ is along the line of sight (l.o.s), and
r and l represent the galactocentric distance and the distance to the Earth, respectively.

In eq. (2), all the dependence on astrophysical parameters is contained in the factor J̄(∆Ω)∆Ω,
whereas the rest of the terms contain the particle physics details2. The most crucial aspect in the
calculation of J̄(∆Ω)∆Ω is related to the modeling of the DM distribution.

1In other works it also includes instrumental effects such as the Point Spread Function, see e.g., Refs.[4, 5, 6, 7].
CHECK THIS COMMENT

2Strictly speaking, both terms are not completely independent each other, as the minimum predicted mass for
DM halos is set by the properties of the DM particle and it is expected to play an important role also in the J-factor.
CHECK THIS COMMENT
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Astrophysical input	
  

DM Density profile 
Region of observation (backgrounds)	
  

Theoretical input	
  

DM annihilation cross section IN THE HALO 

mW = 100GeV

ε = 300 kg yr (1.27)

〈σv〉 ≈ a + bv2 (1.28)

v2Decoupling ≈ 1/20 (1.29)

v2halo ≈ 10−7 (1.30)
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Figure 2: effMSSM in the (�σann v�, mDM) plane. All points are consistent with all

accelerator constraints and red points have a neutralino thermal relic abundance con-

sistent with WMAP. Blue points have a lower thermal relic density but it is assumed

that neutralinos still comprise all of the DM in virtue of additional non-thermal produc-

tion processes. The line indicate the Fermi 95% upper limits obtained from likelihood

analysis on the 8 selected dwarfs. Figure from [31].

of the parameter space are included. We can see in Fig. 2 that these (red) points remain

unconstrained.

No excess has been observed either from dSphs in Cherenkov telescopes like HESS,

VERITAS, MAGIC and Whipple, implying limits from these studies that vary between

a few times ∼ 10
−23

to a few times 10
−22

cm
3
s
−1

for a 1 TeV mass neutralino. Let us

remark that Cherenkov telescopes are more sensitive to DM particles with high masses

(higher than about 200 GeV), and their searches are thus complementary to those of

Fermi.

In a recent work [33], using 24 months of data, adding Segue 1 and Carina to

the sample of 8 dSphs analyzed in [31], and including the uncertainty in the DM

distribution, Fermi-LAT collaboration was able to obtain stronger constrains combining

all the dSph observations into a single joint likelihood function. The upper limits on

the annihilation cross section can be seen in Fig. 3 from ref. [33]. Thus WIMPs with

thermal cross sections are ruled out up to a mass of about 27 GeV for the bb̄ channel
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Bounds are normally expressed for 
“pure” annihilation channels.  

Neutralino MSSM 
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considered in our analysis becomes

L(D|pW,{p}i) =
�

i

LLAT
i (D|pW,pi)

× 1

ln(10) Ji
√
2πσi

e−[log10(Ji)−log10(Ji)]
2
/2σ2

i ,

(1)

where LLAT
i denotes the binned Poisson likelihood that is

commonly used in a standard single ROI analysis of the

LAT data and takes full account of the point-spread func-

tion, including its energy dependence; i indexes the ROIs;

D represents the binned gamma-ray data; pW represents

the set of ROI-independent DM parameters (�σannv� and
mW ); and {p}i are the ROI-dependent model parame-

ters. In this analysis, {p}i includes the normalizations

of the nearby point and diffuse sources and the J factor,

Ji. log10(Ji) and σi are the mean and standard devia-

tions of the distribution of log10 (Ji), approximated to be

Gaussian, and their values are given in Columns 5 and

6, respectively, of Table I.

The fit proceeds as follows. For given fixed values of

mW and bf , we optimize − lnL, with L given in Eq. 1.

Confidence intervals or upper limits, taking into account

uncertainties in the nuisance parameters, are then com-

puted using the “profile likelihood”technique, which is

a standard method for treating nuisance parameters in

likelihood analyses (see, e.g., [32]), and consists of calcu-

lating the profile likelihood − lnLp(�σannv�) for several

fixed masses mW , where, for each �σannv�, − lnL is min-

imized with respect to all other parameters. The inter-

vals are then obtained by requiring 2∆ ln(Lp) = 2.71 for

a one-sided 95% confidence level. The MINUIT subrou-

tine MINOS [33] is used as the implementation of this

technique. Note that uncertainties in the background fit

(diffuse and nearby sources) are also treated in this way.

To summarize, the free parameters of the fit are �σannv�,
the J factors, and the Galactic diffuse and isotropic back-

ground normalizations as well as the normalizations of

near-by point sources. The coverage of this profile joint

likelihood method for calculating confidence intervals has

been verified using toy Monte Carlo calculations for a

Poisson process with known background and Fermi-LAT
simulations of Galactic and isotropic diffuse gamma-ray

emission. The parameter range for �σannv� is restricted

to have a lower bound of zero, to facilitate convergence of

the MINOS fit, resulting in slight overcoverage for small

signals, i.e., conservative limits.

RESULTS AND CONCLUSIONS

As no significant signal is found, we report upper lim-

its. Individual and combined upper limits on the anni-

hilation cross section for the bb̄ final state are shown in

Fig. 1; see also [34]. Including the J-factor uncertainties

FIG. 1. Derived 95% C.L. upper limits on a WIMP anni-
hilation cross section for all selected dSphs and for the joint
likelihood analysis for annihilation into the bb̄ final state. The
most generic cross section (∼ 3 · 10−26 cm3s−1 for a purely s-
wave cross section) is plotted as a reference. Uncertainties in
the J factor are included.

FIG. 2. Derived 95% C.L. upper limits on a WIMP annihila-
tion cross section for the bb̄ channel, the τ+τ− channel, the
µ+µ− channel, and the W+W− channel. The most generic
cross section (∼ 3 ·10−26 cm3s−1 for a purely s-wave cross sec-
tion) is plotted as a reference. Uncertainties in the J factor
are included.

in the fit results in increased upper limits compared to

using the nominal J factors. Averaged over the WIMP

masses, the upper limits increase by a factor up to 12

for Segue 1, and down to 1.2 for Draco. Combining the

dSphs yields a much milder overall increase of the upper

limit compared to using nominal J factors, a factor of

1.3.

The combined upper limit curve shown in Fig. 1 in-

cludes Segue 1 and Ursa Major II, two ultrafaint satel-

lites with small kinematic data sets and relatively large

Fermi-LAT ‘11 

Constraint 
on light 
WIMPs 
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FIG. 14: A comparison of the upper limits on the dark matter annihilation cross section derived in this work to those from other
gamma-ray observations. In particular, we show the constraints derived from the observations of dwarf spheroidal galaxies [1, 2],
the isotropic gamma-ray background [8], and from the Fornax galaxy cluster [3]. If we adopt an NFW halo profile (or an Einasto
or contracted profile), the constraints derived from the Galactic Center are always the most stringent. Only if the dark matter
halo profile of the Milky Way has a significant core (while dwarf galaxies retain their cusps) are constraints from dwarfs more
stringent. The constraints from the Galactic Center are, for all dark matter masses, more stringent than those reliably extracted
from the isotropic gamma-ray background or from galaxy clusters.

the results presented here are in no way in conflict with

those presented previously which find that annihilating

dark matter can provide a good fit to the observed emis-

sion [11–13, 16]. In particular, Fermi’s Galactic Cen-

ter observations, coupled with observations of the Milky

Way’s radio filaments, are most easily explained by a

dark matter particle with a mass of mDM ≈ 7− 10 GeV,

an annihilation cross section of σv ∼ 5 × 10
−27

cm
3
/s

to charged leptons, and distributed in a somewhat con-

tracted profile (ρ ∝ r−1.3
).

Looking toward the future, we find very promising

the possibility of the post-Fermi gamma-ray satellite,

GAMMA-400 [59]. As GAMMA-400’s overall effective

area and acceptance will be comparable to that of Fermi,

it will likely not be more sensitive to dark matter anni-

hilations from flux-limited sources, such as dwarf galax-

ies. With considerable improvements in both angular and

energy resolution relative to Fermi, however, GAMMA-

400 should be able to much better separate astrophysical

backgrounds in the inner Galaxy from any dark mat-

ter annihilation signal that is present. Furthermore,

multi-wavelength studies of the Galactic Center, and

progress from hydrodynamical simulations of dark mat-

ter in Milky Way-like galaxies, could further strengthen

the dark matter constraints that can be derived from the

inner Galaxy.
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FIG. 2: Regions of 1, 2, and 3 σ significance (filled contours) for θγZ/γγ = arctanNγZ/Nγγ as a function of

mass for the case Nann = 0. The solid lines are contours of Nγγ +NγZ . The best fit point, marked with a

white cross at mχ = 130 GeV and θγZ/γγ = 0, is given in Eq. (7). This figure was made using the masked

data. The analogous plot for the unmasked case is qualitatively the same.

the energy range from 5–200 GeV. The spectrum is well-characterized by a single falling power-law

and a peak at 130 GeV comprised of ∼30 photons.

Figure 2 shows the 1, 2, and 3 σ contours for points in the θγZ/γγ − mχ plane. The best fit

point is marked by the white “X.” There is a clear symmetry in the significance contours, with

regions about 130 and 145 GeV each within 1σ of the best fit model. For the case of a 145 GeV

dark matter, all the photons in the 130 GeV line are due to dark matter annihilation to γZ0
.

Both [13] and [23] note that the presence of two lines at ∼ 130 and 115 GeV is a slightly better

fit to the data; we reproduce the results in [23] when redoing our analysis with the data from [10].

However, for the region of interest analyzed in this work, the data prefer a single line corresponding

to a DM mass of either 130 or 145 GeV, although two lines are consistent within 1 σ.

III. CONTINUUM CONSTRAINT

Now that we have demonstrated the presence of a line (or pair of lines) in the Fermi data

at the Galactic Center, we explore correlated photon signals that are important for a wide class

of models. If the dark matter annihilates to Standard Model particles beyond γγ and/or γZ0
,

additional photons are produced in the decay of these states. The Fermi data has been used

to place constraints on the resulting inclusive photon spectrum using a variety of methods [4–

9, 24, 25]. Currently, the strongest of these bounds comes from a search for γ rays originating from

10 dwarf galaxies in the Milky Way over a 24 month period [6]. For annihilations to W bosons

and mχ � 130 GeV the 95% confidence bound is

σWW v � 10
−25

cm
3/s (Fermi dwarf Galaxy constraint). (8)

The constraint from stacked dwarfs rules out large regions of parameter space for models that can

potentially explain the 130 GeV γ line. In the MSSM, for example, assuming the neutralino makes

up all the dark matter, this constraint rules out all models with
1
2σγZv+σγγv � O

�
10

−28
cm

3/s
�
,

except for wino-bino mixed neutralinos.

4

the Earth limb is in the field of view. We use the class of events designated ULTRACLEAN, which
have a lower effective area but also a lower background than the SOURCE class.

Following [13], we restrict our analysis to the inner 3◦ radius region around the Galactic Center
and neglect possible enhancements from an offset along the plane [13]. Unless explicitly stated,
all results use data where the area within 1 degree of the Galactic Center is masked to reduce
background contributions. We restrict to the energy range 5–200 GeV to minimize uncertainties due
to the point spread function (PSF). The Fermi LAT is designed to measure photons from around
20 MeV to many hundred GeV. The PSF, which encodes the uncertainty in the reconstructed
position in the sky, starts to grow rapidly below a GeV. Specifically, the 68% containment radius
of the PSF is about 0.9◦ at 1 GeV and decreases with energy, approaching ∼ 0.2◦ at high energies.

Appendix A provides the counts per bin for the relevant region of the sky when the inner degree
is both masked and unmasked. The photon counts are given for Nbins = 128 energy bins from
5.1–198 GeV.

B. Fitting The Data

For concreteness, we assume that the signal arises from a WIMP of mass mχ annihilating into
γγ and/or γZ0, thereby producing at most two lines in the photon spectrum at energies

Eγγ = mχ and EγZ = mχ

�
1− m2

Z

4m2
χ

�
. (2)

The WIMP may also annihilate into final states (e.g., W+W−, Z0 Z0, b b, τ+τ−, µ+µ−, etc.) whose
decay products shower and hadronize to produce a continuum photon contribution. Assuming that
the background is a falling power-law parametrized by α,β, the observed photon spectrum expected
from this model is

φ(E) = CEA(E)

�
β

�
E

100 GeV

�−α

+NγγD(E,Eγγ) +NγZD(E,EγZ ) +Nann
dnγ

dE
(E, mχ)

�
, (3)

where Nγγ , NγZ , and Nann are the normalizations of the separate signal components. The function
D(E,Etrue) is the energy dispersion about the true signal energy and is derived using the Fermi
Instrument Response Function (IRF) obtained from the publicly available Science Tools3 — see
Appendix B for a detailed discussion. The normalized differential distributions for different anni-
hilation final states, denoted dnγ/dE, are obtained using Pythia version 8.165 [22] to generate the
spectra. CEA is a corrective factor that accounts for the change in effective area in the 3◦ region
about the Galactic Center, as a function of energy.

For Poisson-distributed data, the best fit values of the parameters α,β, Nγγ , NγZ , and Nann are
obtained by maximizing the likelihood function

lnL(α,β, Nγγ , NγZ , Nann) =
Nbins�

k=1

nk · lnφk − φk − lnnk!, (4)

where nk is the observed photon count and φk =
� Ek

max

Ek
min

φ(E)dE for the kth bin spanning
�
Ek

min, E
k
max

�
. The confidence region about the maximum likelihood, lnLmax, is determined by

lnL ≥ lnLmax −∆ lnL, (5)

3 http://fermi.gsfc.nasa.gov/ssc/data/analysis/

130 GeV WIMP annihil. into  

145 GeV WIMP annihil. into  

12

  23.0 -  24.6 GeV

20 10 0 -10 -20
0

5

10

15
N!=  2.53  TS= 0.56

  24.6 -  26.3 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.00  TS= 0.00

  26.3 -  28.1 GeV

20 10 0 -10 -20
0

5

10

15
N!=  7.65  TS= 4.45

  28.1 -  30.1 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.00  TS= 0.00

  30.1 -  32.2 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.00  TS= 0.00

  32.2 -  34.5 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.00  TS= 0.00

  34.5 -  36.9 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.00  TS= 0.00

  36.9 -  39.5 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.00  TS= 0.00

  39.5 -  42.2 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.00  TS= 0.00

  42.2 -  45.2 GeV

20 10 0 -10 -20
0

5

10

15
N!=  2.15  TS= 0.72

  45.2 -  48.4 GeV

20 10 0 -10 -20
0

5

10

15
N!=  1.07  TS= 0.20

  48.4 -  51.7 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.00  TS= 0.00

  51.7 -  55.4 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.00  TS= 0.00

  55.4 -  59.2 GeV

20 10 0 -10 -20
0

5

10

15
N!=  3.72  TS= 3.27

  59.2 -  63.4 GeV

20 10 0 -10 -20
0

5

10

15
N!=  1.81  TS= 0.94

  63.4 -  67.8 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.37  TS= 0.04

  67.8 -  72.6 GeV

20 10 0 -10 -20
0

5

10

15
N!=  1.12  TS= 0.63

  72.6 -  77.7 GeV

20 10 0 -10 -20
0

5

10

15
N!=  1.41  TS= 0.80

  77.7 -  83.1 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.90  TS= 0.45

  83.1 -  88.9 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.00  TS= 0.00

  88.9 -  95.1 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.00  TS= 0.00

  95.1 - 101.8 GeV

20 10 0 -10 -20
0

5

10

15
N!=  1.17  TS= 0.88

 101.8 - 108.9 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.00  TS= 0.00

 108.9 - 116.6 GeV

20 10 0 -10 -20
0

5

10

15
N!=  3.73  TS= 7.73

 116.6 - 124.7 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.00  TS= 0.00

 124.7 - 133.4 GeV

20 10 0 -10 -20
0

5

10

15
N!= 10.31  TS=32.66

 133.4 - 142.8 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.83  TS= 0.58

 142.8 - 152.8 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.00  TS= 0.00

 152.8 - 163.5 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.00  TS= 0.00

 163.5 - 174.9 GeV

20 10 0 -10 -20
0

5

10

15
N!=  0.00  TS= 0.00

Fig. 16.— Profile of high-incidence photon (θ > 40 deg) longitude distribution for |b| < 5◦. The 0.5◦ bins have been smoothed by a
3-bin box, and rescaled to arbitrary units of E2.6dN/dE, making the background disk emission constant with E. The background (blue)
is the average in these units for 10 < E < 50 GeV. In each panel, the (non-negative) amplitude of a FWHM! = 1.4◦ Gaussian centered at
" = −1.5 is fit by maximizing the Poisson likelihood. The corresponding number of photons and test statistic (TS) are displayed. The only
energy bin with significant emission is the 124.7-133.4 bin, centered on 129 GeV. See text for discussion of significance. The bin centered
on 113 GeV is not significant by itself, but is compatible with a line strength of 1/3 to 1/2 that of the putative 129 GeV line.

is a cusp of emission in the inner Galaxy – motivates an
unbinned analysis of this region.
In an unbinned analysis, one dispenses with arbitrary

binning choices (size and shift) and instead analyzes in-
dividual photon events. For example, the parameters of
a well defined model may be estimated with no binning
in space or energy. In the absence of a principled model,
a compromise technique is to convolve a finely binned en-

ergy histogram with some kernel and compare profiles of
prospective lines with those expected for a true line, i.e.
the instrumental response convolved with the smoothing
kernel.
In the case of LAT data this allows us to do an in-

teresting reality check. Energy resolution of events at
high incidence angle (θ ∼ 60◦) is a factor of ∼ 2 better
than that of normal-incidence photons, motivating the
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Fig. 16.— Profile of high-incidence photon (θ > 40 deg) longitude distribution for |b| < 5◦. The 0.5◦ bins have been smoothed by a
3-bin box, and rescaled to arbitrary units of E2.6dN/dE, making the background disk emission constant with E. The background (blue)
is the average in these units for 10 < E < 50 GeV. In each panel, the (non-negative) amplitude of a FWHM! = 1.4◦ Gaussian centered at
" = −1.5 is fit by maximizing the Poisson likelihood. The corresponding number of photons and test statistic (TS) are displayed. The only
energy bin with significant emission is the 124.7-133.4 bin, centered on 129 GeV. See text for discussion of significance. The bin centered
on 113 GeV is not significant by itself, but is compatible with a line strength of 1/3 to 1/2 that of the putative 129 GeV line.

is a cusp of emission in the inner Galaxy – motivates an
unbinned analysis of this region.
In an unbinned analysis, one dispenses with arbitrary

binning choices (size and shift) and instead analyzes in-
dividual photon events. For example, the parameters of
a well defined model may be estimated with no binning
in space or energy. In the absence of a principled model,
a compromise technique is to convolve a finely binned en-

ergy histogram with some kernel and compare profiles of
prospective lines with those expected for a true line, i.e.
the instrumental response convolved with the smoothing
kernel.
In the case of LAT data this allows us to do an in-

teresting reality check. Energy resolution of events at
high incidence angle (θ ∼ 60◦) is a factor of ∼ 2 better
than that of normal-incidence photons, motivating the
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FIG. 2: Regions of 1, 2, and 3 σ significance (filled contours) for θγZ/γγ = arctanNγZ/Nγγ as a function of

mass for the case Nann = 0. The solid lines are contours of Nγγ +NγZ . The best fit point, marked with a

white cross at mχ = 130 GeV and θγZ/γγ = 0, is given in Eq. (7). This figure was made using the masked

data. The analogous plot for the unmasked case is qualitatively the same.

the energy range from 5–200 GeV. The spectrum is well-characterized by a single falling power-law

and a peak at 130 GeV comprised of ∼30 photons.

Figure 2 shows the 1, 2, and 3 σ contours for points in the θγZ/γγ − mχ plane. The best fit

point is marked by the white “X.” There is a clear symmetry in the significance contours, with

regions about 130 and 145 GeV each within 1σ of the best fit model. For the case of a 145 GeV

dark matter, all the photons in the 130 GeV line are due to dark matter annihilation to γZ0
.

Both [13] and [23] note that the presence of two lines at ∼ 130 and 115 GeV is a slightly better

fit to the data; we reproduce the results in [23] when redoing our analysis with the data from [10].

However, for the region of interest analyzed in this work, the data prefer a single line corresponding

to a DM mass of either 130 or 145 GeV, although two lines are consistent within 1 σ.

III. CONTINUUM CONSTRAINT

Now that we have demonstrated the presence of a line (or pair of lines) in the Fermi data

at the Galactic Center, we explore correlated photon signals that are important for a wide class

of models. If the dark matter annihilates to Standard Model particles beyond γγ and/or γZ0
,

additional photons are produced in the decay of these states. The Fermi data has been used

to place constraints on the resulting inclusive photon spectrum using a variety of methods [4–

9, 24, 25]. Currently, the strongest of these bounds comes from a search for γ rays originating from

10 dwarf galaxies in the Milky Way over a 24 month period [6]. For annihilations to W bosons

and mχ � 130 GeV the 95% confidence bound is

σWW v � 10
−25

cm
3/s (Fermi dwarf Galaxy constraint). (8)

The constraint from stacked dwarfs rules out large regions of parameter space for models that can

potentially explain the 130 GeV γ line. In the MSSM, for example, assuming the neutralino makes

up all the dark matter, this constraint rules out all models with
1
2σγZv+σγγv � O

�
10

−28
cm

3/s
�
,

except for wino-bino mixed neutralinos.

Figure 1. Left panel: The black lines show the target regions that are used in the present analysis in
case of the SOURCE event class (the ULTRACLEAN regions are very similar). From top to bottom,
they are respectively optimized for the cored isothermal, the NFW (with α = 1), the Einasto and the
contracted (with α = 1.15, 1.3) DM profiles. The colors indicate the signal-to-background ratio with
arbitrary but common normalization; in Reg2 to Reg5 they are respectively downscaled by factors
(1.6, 3.0, 4.3, 18.8) for better visibility.
Right panel: From top to bottom, the panels show the 20–300 GeV gamma-ray (+ residual CR)
spectra as observed in Reg1 to Reg5 with statistical error bars. The SOURCE and ULTRACLEAN
events are shown in black and magenta, respectively. Dotted lines show power-laws with the indicated
slopes; dashed lines show the EGBG + residual CRs. The vertical gray line indicates E = 129.0 GeV.
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FIG. 1: Illustration of Eq. (4), which relates the mass mχ of
the annihilating particles with the energy of the γ-ray line,for
the case χχ → Pγ, with P = γ,H,Z0. Here mZ is 90.2 GeV,
and as an illustration the Higgs mass has been set to 125 GeV,
indicated by present LHC data [3].

particle P in the final state is

Eγ = mχ

(

1−
m2

P

4m2
χ

)

(3)

or, solving instead for mχ

mχ =
1

2

(

Eγ +
√

m2
P + E2

γ

)

. (4)

This relation is shown in Fig. 1. Assuming that the ob-
served gamma-ray line at 130 GeV is due to the χχ → γγ
process one finds, following the horizontal line, predic-
tions for the location of Hγ and Z0γ lines at 100 GeV
and 114 GeV, respectively. Alternatively, following the
vertical line, one sees that if the observed 130 GeV line
is a result of the χχ → Hγ or Z0γ process, the χ mass
is 155 or 142 GeV, respectively.

γγ Hγ Zγ

γγ 130 100 114

Hγ 155 130 142

Zγ 144 117 130

TABLE I: Predicted γ-ray energies, in GeV, if the 130 GeV
line originates from the process indicated by the row, for the
process given by the respective column.

The predicted energies of all three possible lines, the
ones coming from γγ, Hγ and Z0γ (with mH set to 125

GeV), for all permutations are shown in Table I. It will
depend on the model if all three lines are allowed. In
particular, as a radiative 0 → 0 transition is forbidden
due to gauge invariance and angular momentum conser-
vation, the annihilation to Hγ is not allowed from the
dominant s wave in the Galaxy if χ is a Majorana fermion
or a spin-0 particle [31]. For definiteness, we will in the
following assume that the tentative 130 GeV structure
is due to the γγ line, but we will also compare with the
expectations for the IB effect, to which we now turn.

C. The internal bremsstrahlung effect

The γγ process normally appears in a closed loop con-
taining the various charged particles to which the dark
matter particles couple. This means that it is gener-
ally suppressed by powers of the electromagnetic cou-
pling constant, and the cross section will contain an ex-
plicit factor α2

em. An interesting effect appears, how-
ever, for Majorana fermions already at order αem. It
was early realized that there could be important spectral
features [32], and recently it has been shown that inter-
nal bremsstrahlung (IB) from charged particles in the
t-channel in the annihilations could yield a detectable,
quite sharp ”bump” near the highest energy, i.e., at the
rest mass of one of the annihilating particles moving
slowly (v/c ∼ 10−3) in the Galactic halo [11, 30, 33].
In [34], it was furthermore pointed out that final state
radiation (FSR) often can be estimated by simple, uni-
versal formulas and often gives rise to a very prominent
step in the spectrum at photon energies of Eγ = mχ. The
IB and FSR processes was thoroughly treated in [33] (see
also [11, 30]), and here we summarize the main results.
In Ref. [32] it was shown that the radiative process

χ0χ0 → f f̄γ may circumvent the chiral suppression, i.e.,
the annihilation rate being proportional to m2

f . This
is normally what one would get for annihilation into a
fermion pair from an s-wave initial state [35], as is the
case in lowest order for non-relativistic dark matter Ma-
jorana particles in the Galactic halo. A fermion final
state with an additional photon, f f̄γ, is thus surpris-
ingly not subject to a helicity suppression. The full an-
alytical expressions are lengthy, but simplify in the limit
of mf → 0. Then one finds in the supersymmetric case
[33] for the radiative differential rate, normalized to the
f f̄ rate

dNγ,IB
f

dx
=

∆×
[

4x

µ(µ− 2x)
−

2x

(µ− x)2
−

µ(µ− 2x)

(µ− x)3
log

µ

µ− 2x

]

,

(5)
with

∆ = (1− x)αemQ
2
f
|g̃R|4 + |g̃L|4

64π2

[

m2
χ〈σv〉χχ→ff̄

]−1
,

155 GeV WIMP annihil. into  

Figure 4. Upper sub-panels: the measured events with statistical errors are plotted in black. The
horizontal bars show the best-fit models with (red) and without DM (green), the blue dotted line
indicates the corresponding line flux component alone. In the lower sub-panel we show residuals
after subtracting the model with line contribution. Note that we rebinned the data to fewer bins
after performing the fits in order to produce the plots and calculate the p-value and the reduced
χ2
r
≡ χ2/dof. The counts are listed in Tabs. 1, 2 and 3.
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FIG. 1: Illustration of Eq. (4), which relates the mass mχ of
the annihilating particles with the energy of the γ-ray line,for
the case χχ → Pγ, with P = γ,H,Z0. Here mZ is 90.2 GeV,
and as an illustration the Higgs mass has been set to 125 GeV,
indicated by present LHC data [3].

particle P in the final state is

Eγ = mχ

(

1−
m2

P

4m2
χ

)

(3)

or, solving instead for mχ

mχ =
1

2

(

Eγ +
√

m2
P + E2

γ

)

. (4)
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vertical line, one sees that if the observed 130 GeV line
is a result of the χχ → Hγ or Z0γ process, the χ mass
is 155 or 142 GeV, respectively.

γγ Hγ Zγ

γγ 130 100 114

Hγ 155 130 142

Zγ 144 117 130

TABLE I: Predicted γ-ray energies, in GeV, if the 130 GeV
line originates from the process indicated by the row, for the
process given by the respective column.
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following assume that the tentative 130 GeV structure
is due to the γγ line, but we will also compare with the
expectations for the IB effect, to which we now turn.

C. The internal bremsstrahlung effect

The γγ process normally appears in a closed loop con-
taining the various charged particles to which the dark
matter particles couple. This means that it is gener-
ally suppressed by powers of the electromagnetic cou-
pling constant, and the cross section will contain an ex-
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In [34], it was furthermore pointed out that final state
radiation (FSR) often can be estimated by simple, uni-
versal formulas and often gives rise to a very prominent
step in the spectrum at photon energies of Eγ = mχ. The
IB and FSR processes was thoroughly treated in [33] (see
also [11, 30]), and here we summarize the main results.
In Ref. [32] it was shown that the radiative process

χ0χ0 → f f̄γ may circumvent the chiral suppression, i.e.,
the annihilation rate being proportional to m2

f . This
is normally what one would get for annihilation into a
fermion pair from an s-wave initial state [35], as is the
case in lowest order for non-relativistic dark matter Ma-
jorana particles in the Galactic halo. A fermion final
state with an additional photon, f f̄γ, is thus surpris-
ingly not subject to a helicity suppression. The full an-
alytical expressions are lengthy, but simplify in the limit
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Figure 1: aSUSY
µ as a function of the common gaugino mass M1/2. The four curves

inside each set associated to a particular value of tan β correspond, from bottom to top,

to MI = 1016,14,12,10 GeV respectively. Continuous lines correspond to regions where

the neutralino is the LSP.

and mν̃ . It turns out that when we lower the scale, the variation of µ is much more

important than the variation of M2 and mν̃ . Although this produces an important de-

crease in xµ (while the increase in xM2
is moderate), the big increase in F compensates

it. In this way, higher values of aSUSY
µ can be obtained.

We recall that low initial scales play a crucial role in increasing the spin-independent

part of the neutralino-nucleon cross sections, mainly due to the decrease of the µ

parameter [24]. In the MSSM with universal scenario at MGUT these cross sections

are strongly suppressed due to the fact that the lightest neutralino is mainly Bino.

By decreasing the value of the µ parameter, the Higgsino components of the lightest

neutralino increase and therefore also the spin-independent part of the cross sections

increases. On the contrary, the sensitivity of aSUSY
µ versus the initial scale is quite

moderate.

We show the results of our analysis in Figs. 1 and 2. They have been obtained

using the general formulae (2-4) discussed in Section 2. These figures correspond to

the µ > 0 case. We have not included the scenarios with opposite values of µ since

they imply negative values for aSUSY
µ and therefore are ruled out by the BNL results.

In Fig. 1 we plot aSUSY
µ versus the common gaugino mass at the initial scale, M1/2,

for a fixed value of m = 150, 250 GeV, and A = 0. Inside each plot there are three

sets of four curves which correspond to tanβ = 5, 10, 30. The four curves inside

each set correspond to MI = 1016,14,12,10 GeV, from bottom to top respectively, and
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Figure 7: Ratio A/mf at the GUT scale as a function of the modular weight ξ for the

case without fluxes (solid line) and when a small flux (ρH = 0.16) is introduced.

e.g. Refs. [55, 56]. In any event, it is remarkable that the allowed region in our model

is well within the range allowed by the 2011 LHC data. In particular, generic points

in the CMSSM space tend to have a lighter Higgs mass tipically of order 115 GeV or

lower. Our particular choice of soft terms plus the constraint of viable neutralino dark

matter force our Higgs mass to be relatively high.

It should be pointed out that the regions of the parameter space with larger values of

the Higgs mass correspond to a heavy spectrum and therefore predict a small supersym-

metric contribution to the muon anomalous magnetic moment, aSUSY
µ . In particular, the

points with mh > 124 GeV predict aSUSY
µ ≈ 3×10−10. These values show some tension

with the observed discrepancy between the experimental value [57] and the Standard

Model predictions using e+e− data, which imply 10.1× 10−10 < aSUSY
µ < 42.1× 10−10

at the 2 σ confidence level [58] where theoretical and expreimental errors are combined

in quadrature (see also Refs. [59, 60], which provide similar results). However, if tau

data is used this discrepancy is smaller 2.9× 10−10 < aSUSY
µ < 36.1× 10−10 [60].

As we said, in the context of the CMSSM obtaining a large Higgs mass and not too

heavy SUSY spectrum requires having A # −2m. This may be considered as a hint

of a scheme with all SM localized in intersecting branes and is in fact independent of

what the possible origin of the µ term is. Indeed, for general (but universal) modular
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case without fluxes (solid line) and when a small flux (ρH = 0.16) is introduced.
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Observable ∆χ2 ∆χ2 ∆χ2 ∆χ2

CMSSM (high) CMSSM (low) NUHM1 (high) NUHM1 (low)

Global 33.0 32.8 31.8 31.3

BREXP/SM
b→sγ 1.15 1.19 0.94 0.18

BREXP/SM
B→τν 1.10 1.03 1.04 1.08

aEXP
µ − aSM

µ 9.69 8.48 10.47 7.82

MW [GeV] 0.10 1.50 0.24 1.54

R� 0.95 1.09 1.09 1.12

Afb(b) 8.16 6.64 5.68 6.43

A�(SLD) 2.49 3.51 4.36 3.68

σ0
had 2.58 2.50 2.55 2.50

ATLAS 5/fb jets + /ET 0.09 1.73 0.02 1.18

BR(Bs → µ+µ−) 2.52 1.22 1.59 1.70

XENON100 0.13 0.12 0.14 0.13

Table 2
Summary of the contributions of the most important observables to the global χ2 function at the best-fit
high- and low-mass points in the CMSSM and NUHM1 (those with ∆χ2 > 1) , and of the main updated
observables ATLAS 5/fb jets + /ET , BR(Bs → µ+µ−) and XENON100.

Figure 7. The (tanβ,m1/2) planes in the CMSSM (left panel) and the NUHM1 (right panel) including
the ATLAS 5/fb jets + /ET constraint [12], a combination of the ATLAS [21], CDF [22], CMS [23]
and LHCb [24] constraints on BR(Bs → µ+µ−) [25]. In both cases, we include a measurement of
Mh = 125 ± 1.0 ± 1.5 GeV and the new XENON100 constraint [27]. The results of the current fits are
indicated by solid lines and filled stars, and previous fits based on ∼ 1/fb of LHC data are indicated by
dashed lines and open stars. The blue lines denote 68% CL contours, and the red lines denote 95% CL
contours.
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case without fluxes (solid line) and when a small flux (ρH = 0.16) is introduced.

e.g. Refs. [55, 56]. In any event, it is remarkable that the allowed region in our model

is well within the range allowed by the 2011 LHC data. In particular, generic points

in the CMSSM space tend to have a lighter Higgs mass tipically of order 115 GeV or

lower. Our particular choice of soft terms plus the constraint of viable neutralino dark

matter force our Higgs mass to be relatively high.

It should be pointed out that the regions of the parameter space with larger values of

the Higgs mass correspond to a heavy spectrum and therefore predict a small supersym-

metric contribution to the muon anomalous magnetic moment, aSUSY
µ . In particular, the

points with mh > 124 GeV predict aSUSY
µ ≈ 3×10−10. These values show some tension

with the observed discrepancy between the experimental value [57] and the Standard

Model predictions using e+e− data, which imply 10.1× 10−10 < aSUSY
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Figure 1. Black contours: posterior pdf (upper panels, for flat and log priors) and profile likelihood (lower
panels) for the cMSSM parameters, including all present-day constraints (WMAP 7-years, LHC 1 fb−1 SUSY
searches and 5 fb−1 Higgs limits included), except XENON100. From the inside out, contours enclose 68%,
95% and 99% of marginal posterior probability (top two rows) and the corresponding profiled confidence
intervals (bottom panels). The black cross represents the best fit point, the black dot the posterior mean
(for the pdf plots). Parameters describing astrophysical and hadronic uncertainties have been fixed to their
fiducial values. Blue contours represent the constraints obtained without the inclusion of LHC data. In the
plots on the left, the dashed/green line represents the current LHC exclusion limit, while in the right-most
plots the red/dashed line is the 90% exclusion limit from XENON100, from Ref. [15], rescaled to our fiducial
local DM density of ρloc = 0.4 GeV/cm3.

[56], such that current cosmological constraints on the dark matter relic abundance can be
satisfied. In the (m1/2,m0) plane it corresponds to a large area at sizable m0 > 1 TeV and
relatively small m1/2.

A second region of interest is the stau co-annihilation (SC) region. In this region the
lightest stau is slightly heavier than the neutralino LSP. As a result, the neutralino relic
density is reduced by neutralino-stau co-annihilations, so that the WMAP constraint can be
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Figure 3. As in Fig. 1, but now black/filled contours result from scans that do not include the experimental
constraint on the anomalous magnetic moment of the muon. Blue contours correspond to the results obtained
when applying this constraint, and thus are identical to the black contours in Fig. 1.

tainties, especially in the computation of the hadronic loop contributions. According to the
most recent evaluations, when e+e− data are used the experimental excess in aµ ≡ (gµ−2)/2
would constrain a possible supersymmetric contribution to be δaSUSY

µ = (29.6±8.1)×10−10 ,
where theoretical and experimental errors have been combined in quadrature. However, when
tau data are used a smaller discrepancy (2.4σ) with the experimental measurement is found
[61].

In Ref. [24] it has been shown that the preference for small m0 and m1/2 in global

fits of the cMSSM is strongly driven by the δaSUSY
µ constraint. In order to evaluate the

dependence of our results on this constraint, we repeat the analysis presented in Section 3.1
after dropping the experimental constraint on δaSUSY

µ . The results are shown in Fig. 3. For
comparison, blue contours show the constraints derived on the cMSSM when including the
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Figure 1. Black contours: posterior pdf (upper panels, for flat and log priors) and profile likelihood (lower
panels) for the cMSSM parameters, including all present-day constraints (WMAP 7-years, LHC 1 fb−1 SUSY
searches and 5 fb−1 Higgs limits included), except XENON100. From the inside out, contours enclose 68%,
95% and 99% of marginal posterior probability (top two rows) and the corresponding profiled confidence
intervals (bottom panels). The black cross represents the best fit point, the black dot the posterior mean
(for the pdf plots). Parameters describing astrophysical and hadronic uncertainties have been fixed to their
fiducial values. Blue contours represent the constraints obtained without the inclusion of LHC data. In the
plots on the left, the dashed/green line represents the current LHC exclusion limit, while in the right-most
plots the red/dashed line is the 90% exclusion limit from XENON100, from Ref. [15], rescaled to our fiducial
local DM density of ρloc = 0.4 GeV/cm3.

[56], such that current cosmological constraints on the dark matter relic abundance can be
satisfied. In the (m1/2,m0) plane it corresponds to a large area at sizable m0 > 1 TeV and
relatively small m1/2.

A second region of interest is the stau co-annihilation (SC) region. In this region the
lightest stau is slightly heavier than the neutralino LSP. As a result, the neutralino relic
density is reduced by neutralino-stau co-annihilations, so that the WMAP constraint can be
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Figure 5. 1D marginal pdf for flat priors (thin solid/blue), log priors (thick solid/red) and 1D profile
likelihood (dashed/black) for the lightest Higgs mass mh. The results come from the implementation of all
experimental data, including LHC 2011 data, except for direct detection constraints (left), all data including
XENON100 data with astrophysical and hadronic uncertainties fully marginalised/maximised over (centre)
and all data except direct detection data and excluding the δaSUSY

µ constraint. The best fit point is indicated
by the encircled black cross.

prior. This conclusion remains true even if the δaSUSY
µ constraint is excluded from the scan

(see right panel of Fig. 5).
At this point we comment on how we expect the results of our analysis to change when

using priors other than the non-informative flat and log priors applied in this work.
In the literature Bayesian studies of the cMSSM have been performed which attempt

to incorporate the SUSY naturalness criterium. Namely, SUSY soft-masses should not be
far from the experimental electroweak (EW) scale in order to avoid unnatural fine-tuning
to obtain the correct size of the EW symmetry breaking. In some studies a penalisation of
the fine-tuned regions has been implemented, e.g. by using a conveniently modified prior
for the cMSSM parameters [66, 67]. On the other hand, in Ref. [68] it has been shown
that the naturalness arguments arise from the Bayesian analysis itself, with no need of in-
troducing “naturalness priors”. The key is when the experimental value of MZ is considered
in the same way as other experimental information (usually MZ is fixed to its experimen-
tal value and the Higgsino mass parameter µ is predicted from the EW symmetry breaking
conditions). Marginalising over µ results in a factor 1/cµ in the Bayesian posterior, where
cµ =

∣

∣∂ lnM2
Z/∂ lnµ

∣

∣ is the conventional Barbieri-Giudice measure of the degree of fine-
tuning [70, 71] (for details on this derivation see Ref. [68, 69]). This precisely agrees with
the “naturalness prior” which is introduced by hand in Ref. [66]. Thus, the presence of
this fine-tuning parameter in the denominator penalises the regions of parameter space cor-
responding to large fine-tuning. As a result the only region with large soft-masses that is
not disfavoured is the FP region, in which naturalness is preserved [72]. Indeed, this region
contains a large portion of the Bayesian posterior probability in the presence of the DM
relic abundance constraint, especially when the constraint on the anomalous magnetic mo-
ment of the muon is excluded from the analysis [69]. As was shown above, the addition of
XENON100 data strongly disfavours the FP region, therefore one would expect the bulk of
the posterior probability to fall within the low and intermediate soft-masses region, leading
to similar conclusions as the ones resulting from our log prior scan.

– 15 –

Ellis, Olive 2012	
  

Bertone et al. 2012	
  

220 1000 2000
110

120

130

m
h (

G
eV

)

m1/2 (GeV)

A0 = 0, stau-co, funnel
A0 = 0, FP

A0 = 2.0 m0 , stau-co

)

[

)

tan ! = 55, µ > 0

10 100 1000

"
si (

pb
)

m# (GeV)

tan ! = 55, µ > 0

A0 = 0, FP

A0 = 0, stau-co, funnel

A0 = 2.0 m0 , stau-co

)

)

[

Figure 9: Left panel: mh as calculated using FeynHiggs (showing the bands mh = 119 ±
1.5 GeV and 125 ± 1.5 GeV) and right panel: spin-independent elastic χ − p scattering
cross section (showing the XENON100 exclusion [30] as in Fig. 7), along WMAP strips for
tan β = 55 - the τ̃1 − χ coannihilation strips for A0 = 0 (7) (black) and A0/m0 = 2.0 (8)
(red), and the focus-point strip for A0 = 0 (9) (green).

6 Summary

We have discussed in this paper the interplay between a hypothetical measurement of the

mass of the Higgs boson and spin-independent elastic dark matter scattering, in the context

of WMAP strips in the (m1/2, m0) planes of the CMSSM. In the past, it has been common

to discuss planes with A0 = 0 and various values of tan β ∈ [10, 55]. However, previous

studies [24, 27, 29] have shown that A0 > 0 may be preferred, so we have explored this

possibility in this paper. Among the examples we consider is a t̃1 − χ coannihilation strip, a

possibility that does not arise if A0 = 0, and which has not been extensively studied in the

dark matter detection literature.

Positive values of A0 generally yield larger values of mh than for A0 = 0, which may be

preferred in light of the LHC ‘hint’ that mh ∼ 125 GeV, though mh ∼ 119 GeV may still

be a possibility. As could be anticipated from previous studies, only limited portions of the

WMAP strips are compatible with mh ∼ 125 GeV, whereas larger portions are compatible

with mh ∼ 119 GeV. In addition to τ̃1−χ coannihilation strips with tanβ ∼ 40 or more and

A0 ∼ 2m0 or more, which are reflected in Figs. 2 and 3 of [27], we also find that some portion

of the τ̃1−χ coannihilation strip for tanβ = 10 may also be compatible with mh ∼ 125 GeV

within the FeynHiggs uncertainty of ±1.5 GeV if A0 is very large, e.g., A0 = 3000 GeV,
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Constraints from rare decays 

by the LHCb collaboration [31], leading to the unprecedented constraint BR(Bs →
µ+µ−) < 4.5×10−9. This is in fact very close to the SM prediction BR(Bs → µ+µ−) =

(3.2±0.2)×10−9 [48, 49] and thus has important implications in our parameter space.

Given that our model entails large values of tan β and a significant mixing in the stop

mass matrix, the resulting BR(Bs → µ+µ−) is relatively large. Fig. 4 represents the

theoretical predictions for this observable as a function of the corresponding universal

gaugino mass, showing that BR(Bs → µ+µ−) >∼ 4.4 × 10−9. We display in the plot

the experimental bound from Ref. [47] and Ref. [31], explicitly showing the effect of

the improved measurement. For each case, we take into account the 2σ theoretical

uncertainty of the SM contribution. It is in fact expected that this upper bound

improves in the near future with new data from CMS and LHCb. This has the potential

to disfavour our construction if no deviation from the SM value is observed. 3

On the right hand-side of Fig. 3 we display the line in the (M, ρH) plane that is

consistent with REWSB and viable neutralino dark matter. Interestingly enough, after

applying experimental constraints, the value of ρH is indeed small, of order 0.15− 0.17

and is very weakly dependent onM . This is consistent with the interpretation of ρH as a

small correction arising from gauge fluxes, as discussed in the previous chapter. Indeed

the values for ρH obtained are of the expected order of magnitude, ρH ∝ α1/2
GUT & 0.2.

The viable points of the parameter space lie along a narrow area of the parameter

space. In fact, small deviations in any of the parameters, M , tanβ or ρh have catas-

trophic consequences, since either the relic density becomes too large (it very rapidly

overcloses the Universe) or the stau becomes the LSP. We illustrate this in Fig. 3, where

the dashed and solid lines represent the points for which Ωmatter = 1 and mτ̃1 = mχ0
1
,

respectively. The line with critical density extends to M ≈ 2.5 TeV, but the region

fulfilling WMAP 2 σ region stops at M = 1.4 TeV. Interestingly, the flux ρh cannot

vanish (since the stau becomes the LSP), this is, even though small, a deviation from

the CMSSM is necessary. Also, it cannot be too large or we would have an excessive

amount of dark matter.

As we explained in the beginning of this chapter, the µ parameter is computed

at the electroweak scale from Eq. (3.5). Using SPheno 3.0 we have also computed its

value at the unification scale (the effect of the RGEs is not large for this parameter) so

that we can compare it with the soft parameters. This might give us an idea of what

3It should be pointed out in this respect that the inclusion of non-vanishing flux correction ρf for

sfermions in Eq. (2.9) can slightly alter the allowed regions in the parameter space, shifting the viable

points towards smaller values of tanβ, thereby decreasing the SUSY contribution to BR(Bs → µ+µ−).
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  and	
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  but	
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The corresponding (m, M) parameter space is plotted in Fig. 4. For such high
values of tanβ the three choices of non-universal Higgs masses, a), b), and c) allow
a large reduction in the CP-odd Higgs mass. In particular, this reduction is larger
than the decrease of µ in case a) and for this reason the three examples present a
large resemblance. Once more the regions which are within the reach of dark matter
detectors are very disfavoured by the predicted values of B(B0

s → µ+µ−). As we can
see, in the three cases the areas excluded by this constraint enclose all the points
within the reach of the projected CDMS Soudan. GENIUS would be able to test some
of the remaining points which have the correct value for the relic density. Note that
most of the points of the parameter space which could escape detection at GENIUS
are located along the coannihilation tail, where the neutralino and the light stau are
almost degenerate in mass.

At this point it may seem that the observed correlation between B(B0
s → µ+µ−) and

σχ̃0
1
−p is inevitable and that therefore large neutralino detection cross sections, within

the reach of present experiments, are not attainable. However, this correlation can be
diluted under several circumstances. For instance, the gluino mediated contribution to
the b → s transition can have the opposite sign than the chargino mediated term, which
is typically dominant, thereby leading to a partial cancellation and slightly decreasing
B(B0

s → µ+µ−).

For a larger reduction, one can consider tuning the value of the top trilinear cou-
pling, At, at the GUT scale in such a way that the stop (t̃L − t̃R) mixing is reduced
and the stop mass increased. Consequently, the chargino mediated b → s transition
is suppressed. This can be done with At > 0 at the GUT scale. For large values of
tan β, for which the µ/ tanβ term in the stop mixing can be neglected, the chargino
contribution to B(B0

s → µ+µ−) can be qualitatively expressed as

B(B0
s → µ+µ−) ∝

tan6 β

m4
A

(

µAt

m2

t̃L

)2

. (4)

When larger and positive values for At are taken at the GUT scale, its value at the
electroweak scale, after applying the RGEs, becomes less negative. Thus A2

t decreases,
m2

t̃L,R
increase through the effect of At on their RGEs, and as a consequence, the

term in parenthesis in (4) becomes smaller. Such a modification of At also causes
a decrease in the lightest Higgs mass. This, together with the enhancement of the
Higgsino components of χ̃0

1, is helpful for obtaining an increase in σχ̃0
1
−p but one has to

make sure the experimental bound on mh is not violated.

In order to exemplify this behaviour let us concentrate on the case with tanβ = 50
and non-universal Higgs masses according to case a) in (3), and consider variations in
the trilinear parameter. For example, let us compare the case where A = 0, which
was already shown in Fig. 1, with the one where A = 1.4 M . The ratio (µAt/m2

t̃L
)2

is represented on the left hand side of Fig. 5 as a function of the CP-odd Higgs mass
for both cases, where we have scanned in the whole (m, M) parameter space, and
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FIG. 5: Neutralino–nucleon cross section ξσ(nucleon)
scalar as a func-

tion of the neutralino mass for the LNM scan and for gd,ref
= 290 MeV. The (red) crosses denote configurations with
a heavy Higgs mass in the range compatible with the AT-
LAS [11] and CMS [12] excess at the LHC. The shaded areas
denote the DAMA/LIBRA annual modulation regions: the
upper area (vertical shade; green) refers to the case where
constant values of 0.3 and 0.09 are taken for the quenching
factors of Na and I, respectively[10]; the lower area (cross
hatched; red) is obtained by using the energy–dependent Na
and I quenching factors as established by the procedure given
in Ref. [45]. The gray regions are those compatible with the
CRESST excess [7]. In all cases a possible channeling effect is
not included.The halo distribution functions used to extract
the experimental regions are given in the text.

subset of configurations with 115 GeV ≤ MH ≤ 131 GeV.
These are contained in the band shown in the right panel
of Fig. 2, with values of the mA parameter in the range
90 GeV ≤ MA ≤ 129 GeV. This subpopulation of light
neutralinos would have a neutralino–nucleon elastic cross
section in the domain depicted in Fig. 5 by (red) crosses,
and would then be in amazing agreement with the results
of DM direct detection.

The identification of a putative Higgs boson with the
H boson appears to be compatible in terms of produc-
tion cross section and branching ratios. This is shown
in Fig. 6, where the exclusive production cross section
ratio Rγγ ≡ [σ(gg → H)×BR(H → γγ)]MSSM/[σ(gg →
H)BR(H → γγ)]SM is plotted as a function of BR(H →
γγ)MSSM/BR(H → γγ)SM for our configurations. Here
σ(gg → H) is the Higgs production cross section through
the gluon fusion process. We have calculated both quan-
tities using FeynHiggs 2.8.6 [55]. Indeed our population

FIG. 6: Production cross section ratio Rγγ ≡ [σ(gg →
H) × BR(H → γγ)]MSSM/[σ(gg → h)BR(h → γγ)]SM as
a function of BR(H → γγ)MSSM/BR(h → γγ)SM for the
configurations discussed in Section IIIA. Black points refer
to H masses in the range 115 GeV ≤ mH ≤ 131 GeV, while
(red) circles refer to a H mass interval more focussed around
126 GeV (specifically: 125 GeV ≤ mH ≤ 127 GeV).

of light neutralinos contains many configurations which
are in agreement with the putative Higgs signal. This
is a property arising spontaneusly in our scenario. No-
tice that although the BR of Higgs decay into 2 photons
is typically smaller that the corresponding SM branchig
ratio, Rγγ can be SM–like, due to enhanced production
cross sections.

Though imposing the above requirement would imply
some further selection within the neutralino population
previously discussed, we do not find in our scan any sig-
nificant correlation between Rγγ and the properties of
relic neutralinos, such as the neutralino relic abundance
Ωχh2 or the neutralino–nucleon cross section ξσ(nucleon)

scalar .
In factRγγ is mainly affected by the production cross sec-
tion σ(gg → H), which depends on SUSY–QCD parame-
ters that do not enter directly into the calculation of relic
neutralino observables. Although a thorough analysis of
these aspects is beyond the scope of the present paper,
the previous considerations are sufficient to conclude that
our scenario can be compatible with the possible Higgs
signal at the LHC in a natural way.

mX>18	
  GeV	
  

Bottino, Fornengo, Scopel 2011	
  

Arbey, Battaglia, Mahmoudi 2012	
  

Fig. 8. h0 branching fraction to b̃1
¯̃b1 as a function of the Z

decay width to b̃1
¯̃b1 for different values of the lightest sbottom

mass.

Fig. 9. Spin independent χ-p scattering cross-section as a func-
tion of the χ̃0

1 mass. The points presented here pass all the pre-
vious constraints, including the tight relic density bounds. The
red squares correspond to a slepton NLSP with a mass slightly
above the LEP limits (class i), the blue triangles to scenarios
with a chargino NLSP (class ii), and the green points to cases
where a scalar quark is degenerate with the light neutralino
(class iii).

ate b̃1 scenario have neutralino annihilation cross-sections

times relative velocity to bb̄ smaller than 5×10
−27

cm
3
/s,

which is one order of magnitude below the current Fermi-

LAT limits, which makes them compatible also with dark

matter indirect detection limits.

In summary, after considering the constraint from the

LEP data, the only viable scenario with a neutralino mass

below 20 GeV corresponds to the light sbottom NLSP

case.

In Fig. 9, we present distribution of the points passing

the tight relic density bound. Alternatively, in Fig. 10, the

same distribution is presented in the case where the loose

relic density constraint is used.

Fig. 10. Spin independent χ-p scattering cross-section as a
function of the χ̃0

1 mass. The points presented here pass all the
previous constraints, including the loose relic density bound.
The red squares correspond to a slepton NLSP with a mass
slightly above the LEP limits (class i), the blue triangles to
scenarios with a chargino NLSP (class ii), and the green points
to cases where a scalar quark is degenerate with the light neu-
tralino (class iii).

A comparison of these two figures reveals that the

lower bound of the relic density reduces the overall statis-

tics, but also removes points corresponding to scenarios

with a scalar quark degenerate with the light neutralino

for neutralino masses above 20 GeV. This can be explained

by the fact that points with a very small relic density

have a small splitting. However, to get a relic density

in the WMAP interval, the splitting should not be too

small relatively to the neutralino mass. Also, the direct

search bounds disfavour large splittings. Therefore, com-

bining the relic density and direct search limits, only a

small window remains where points can pass all the con-

straints.

2.4 Non-standard scenarios

The calculation of the relic density and the dark matter

direct detection constraints rely on many assumptions. In

particular, different cosmological scenarios can lead to a

relic density which is larger than that computed in the

standard cosmological scenario. First, the neutralino could

be only one of several dark matter components. Then, if

dark energy were the dominant component at the time

of the relic freeze-out, it would result in an acceleration

of the expansion of the Universe, which would lead to an

earlier freeze-out and a much larger relic density [67–71].

Finally, entropy generation at the time of freeze-out, for

example due to the decay of a late inflaton, can also lead

to an increase – or a decrease – of the relic density [72–76].

These effects are however limited by Big-Bang nucleosyn-

thesis constraints, but using AlterBBN [77], we verified

that they can nevertheless lead to an increase of three or-
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Direct DM searches 

No detection of WIMP DM lead to upper bounds on the WIMP-nucleus cross-section  

Conclusions 

Hints for very light WIMPs (7-10 GeV) remain unconfirmed 

Indirect DM searches 

Gamma ray searches:  
•  No clear evidence of DM from the continuum emission in the Galactic Centre or 

Dwarf Spheroidals   
•  Hints for a 130 GeV gamma “line”  

Antimatter searches:  
•  Compatible with astrophysical background – constrain very light WIMPs  

However... 
•  Possible hints for very light DM in the study of the WMAP Haze and synchrotron 

emission from radio filaments in the inner galaxy. 

Low energy observables 

The muon (g-2) and rare decays set further constraints on physics BSM and affect the 
predictions for DM detection (so does the Higgs mass, if confirmed)  



Backup material 



Hints of light WIMPs in recent (2011) experimental results...? 
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10Direct WIMP Searches

Uncertainties in 
determination of DM 
parameters	
  

Belli et al. ‘11	
  

Isothermal sphere	
   Triaxial	
  
Many efforts in reconciling 
these results	
  

See, e.g., Andreas et al. ‘10; 
Schwetz, Zupan ‘11;  

Hooper, Kelso ‘11; 
Farina et al. ‘11;  

McCabe ‘11; 
Arina et al. ’11; 

... 

21/09/2012	
  -­‐	
  ULB	
   David	
  G.	
  Cerdeño	
  

•  DAMA/LIBRA (NaI) region extended to very light WIMPs (channelling, quenching factors, ...) 
Bottino, Fornengo, Scopel ‘09, DAMA/LIBRA ‘11 

•  CoGeNT (Ge) finds irreducible background that can be compatible with 7-10 GeV WIMPs 

Angloher et al.  ‘11 

Collar et al. ‘10, ‘11 ... annual modulation (2.8σ in 15 months data) in CoGeNT  

•  CRESST II (CaWO4) (730 kg day) finds a significant excess over the expected background 



RH Sneutrino in the MSSM (another possible SUSY WIMP) 

All WIMPs look alike (the constraints on the actual parameters of the model differ)	
  

DGC, Huh, Seto, Peiro 2011 

The RH Sneutrino is a viable WIMP 
candidate in the NMSSM 
 
It can be detectable in future 
experiments 

Very light sneutrinos are possible and 
potentially distinguishible from 
Neutralino DM 

DGC, Munoz, Seto 2007; DGC, Seto 2008 

Xenon100 

CDMS (Soudan) 

CoGeNT 

DAMA-LIBRA 
(no channelling) 

DAMA-LIBRA 
(channelling) 

Xenon1T 

Super CDMS 

XL	
  Interna1onal	
  Mee1ng	
  on	
  Fundamental	
  Physics	
  -­‐	
  2012	
   David	
  G.	
  Cerdeño	
  



Fermi data on total flux of positrons and electrons came as a further constraint 

Astrophysical explanation in terms of pulsars is plausible.	
   See e.g., Delahaye et al. 2010 

XL	
  Interna1onal	
  Mee1ng	
  on	
  Fundamental	
  Physics	
  -­‐	
  2012	
   David	
  G.	
  Cerdeño	
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considered in our analysis becomes

L(D|pW,{p}i) =
�

i

LLAT
i (D|pW,pi)

× 1

ln(10) Ji
√
2πσi

e−[log10(Ji)−log10(Ji)]
2
/2σ2

i ,

(1)

where LLAT
i denotes the binned Poisson likelihood that is

commonly used in a standard single ROI analysis of the

LAT data and takes full account of the point-spread func-

tion, including its energy dependence; i indexes the ROIs;

D represents the binned gamma-ray data; pW represents

the set of ROI-independent DM parameters (�σannv� and
mW ); and {p}i are the ROI-dependent model parame-

ters. In this analysis, {p}i includes the normalizations

of the nearby point and diffuse sources and the J factor,

Ji. log10(Ji) and σi are the mean and standard devia-

tions of the distribution of log10 (Ji), approximated to be

Gaussian, and their values are given in Columns 5 and

6, respectively, of Table I.

The fit proceeds as follows. For given fixed values of

mW and bf , we optimize − lnL, with L given in Eq. 1.

Confidence intervals or upper limits, taking into account

uncertainties in the nuisance parameters, are then com-

puted using the “profile likelihood”technique, which is

a standard method for treating nuisance parameters in

likelihood analyses (see, e.g., [32]), and consists of calcu-

lating the profile likelihood − lnLp(�σannv�) for several

fixed masses mW , where, for each �σannv�, − lnL is min-

imized with respect to all other parameters. The inter-

vals are then obtained by requiring 2∆ ln(Lp) = 2.71 for

a one-sided 95% confidence level. The MINUIT subrou-

tine MINOS [33] is used as the implementation of this

technique. Note that uncertainties in the background fit

(diffuse and nearby sources) are also treated in this way.

To summarize, the free parameters of the fit are �σannv�,
the J factors, and the Galactic diffuse and isotropic back-

ground normalizations as well as the normalizations of

near-by point sources. The coverage of this profile joint

likelihood method for calculating confidence intervals has

been verified using toy Monte Carlo calculations for a

Poisson process with known background and Fermi-LAT
simulations of Galactic and isotropic diffuse gamma-ray

emission. The parameter range for �σannv� is restricted

to have a lower bound of zero, to facilitate convergence of

the MINOS fit, resulting in slight overcoverage for small

signals, i.e., conservative limits.

RESULTS AND CONCLUSIONS

As no significant signal is found, we report upper lim-

its. Individual and combined upper limits on the anni-

hilation cross section for the bb̄ final state are shown in

Fig. 1; see also [34]. Including the J-factor uncertainties

FIG. 1. Derived 95% C.L. upper limits on a WIMP anni-
hilation cross section for all selected dSphs and for the joint
likelihood analysis for annihilation into the bb̄ final state. The
most generic cross section (∼ 3 · 10−26 cm3s−1 for a purely s-
wave cross section) is plotted as a reference. Uncertainties in
the J factor are included.

FIG. 2. Derived 95% C.L. upper limits on a WIMP annihila-
tion cross section for the bb̄ channel, the τ+τ− channel, the
µ+µ− channel, and the W+W− channel. The most generic
cross section (∼ 3 ·10−26 cm3s−1 for a purely s-wave cross sec-
tion) is plotted as a reference. Uncertainties in the J factor
are included.

in the fit results in increased upper limits compared to

using the nominal J factors. Averaged over the WIMP

masses, the upper limits increase by a factor up to 12

for Segue 1, and down to 1.2 for Draco. Combining the

dSphs yields a much milder overall increase of the upper

limit compared to using nominal J factors, a factor of

1.3.

The combined upper limit curve shown in Fig. 1 in-

cludes Segue 1 and Ursa Major II, two ultrafaint satel-

lites with small kinematic data sets and relatively large

Fermi-LAT ‘11 
Very light DM can be further constrained, however.  

Bounds are normally expressed for 
“pure” annihilation channels.  

Constraint 
on light 
WIMPs 

Fermi-LAT ‘11 

Fermi-LAT observation of Dwarf 
Spheroidals 

Thermal cross-section excluded for 
some channels (bb and ττ) 

“Thermal” annihilation cross-section 



Fermi-LAT ‘11 

Fermi-LAT observation of Dwarf 
Spheroidals 

Very light DM can be further constrained, however.  

Thermal cross-section excluded for 
some channels (bb and ττ) 
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Figure 2: effMSSM in the (�σann v�, mDM) plane. All points are consistent with all

accelerator constraints and red points have a neutralino thermal relic abundance con-

sistent with WMAP. Blue points have a lower thermal relic density but it is assumed

that neutralinos still comprise all of the DM in virtue of additional non-thermal produc-

tion processes. The line indicate the Fermi 95% upper limits obtained from likelihood

analysis on the 8 selected dwarfs. Figure from [31].

of the parameter space are included. We can see in Fig. 2 that these (red) points remain

unconstrained.

No excess has been observed either from dSphs in Cherenkov telescopes like HESS,

VERITAS, MAGIC and Whipple, implying limits from these studies that vary between

a few times ∼ 10
−23

to a few times 10
−22

cm
3
s
−1

for a 1 TeV mass neutralino. Let us

remark that Cherenkov telescopes are more sensitive to DM particles with high masses

(higher than about 200 GeV), and their searches are thus complementary to those of

Fermi.

In a recent work [33], using 24 months of data, adding Segue 1 and Carina to

the sample of 8 dSphs analyzed in [31], and including the uncertainty in the DM

distribution, Fermi-LAT collaboration was able to obtain stronger constrains combining

all the dSph observations into a single joint likelihood function. The upper limits on

the annihilation cross section can be seen in Fig. 3 from ref. [33]. Thus WIMPs with

thermal cross sections are ruled out up to a mass of about 27 GeV for the bb̄ channel
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FIG. 1: Illustration of the Neyman confidence belt construc-

tion used to generate upper limits on ΦPP. Each axis rep-

resents the number of events that could be observed from a

given dwarf (here, Dwarf A has a larger J value than Dwarf B

does). The shaded area, bordered by the solid line, represents

the confidence belt for a particular value of ΦPP. The dashed

lines are the borders of the confidence belts for different values

of ΦPP, with ΦPP increasing from left to right. The borders

are chosen to be normal to a vector of “sensitivities”, which

weights each dwarf according to the relative strength of its

dark matter signal. Once a measurement is made (shown by

the star) the confidence interval for ΦPP contains all values of

ΦPP whose confidence belt contains the measured point. The

dotted line shows the border for an alternative construction of

the confidence belts which gives equal weight to each dwarf.

the assumption that the empirically derived background
PMFs, exposures, and J values are correct, the belts have
the proper coverage.

In order to derive an upper limit on ΦPP, the N -space
should be divided into two simple parts and the belt
D(ΦPP) should consist of the “large” N values (i.e. the
region containing Ni = ∞). This is illustrated in Fig. 1
for an example joint analysis of two dwarfs. The sim-
plest choice for the confidence belt boundaries are planes
with normal vectors parallel to (1, . . . , 1), represented in
Fig. 1 by the dotted line. A measured set of Ni is in such
a confidence belt if the sum of the Ni is greater than
some value. This is equivalent to “stacking” the events
from each dwarf and then analyzing this single image.
However, because the dwarfs are treated equally, pho-
tons from a dwarf with a small J value are considered
as likely to have come from dark matter as are photons
from a dwarf with large J . This is an inefficient choice
for the confidence belts. Naively, one extra photon from
Draco (J ∝ 0.63) should raise the upper limit more than

FIG. 2: Derived 95% upper limit on �σAv� as a function of

mass for dark matter annihilation into bb̄ and τ+τ−
. The

shaded area reflects the 95-percentile of the systematic un-

certainty in the dark matter distribution of the dwarfs. The

canonical annihilation cross section for a thermal WIMP mak-

ing up the total observed dark matter abundance is shown by

the dashed line. The inset figure shows detail for lower masses.

an extra photon from Bootes I (J ∝ 0.05) because, a pri-
ori, a given photon from Bootes I is much more likely to
be from background than a photon from Draco.
To overcome this obstacle we take advantage of the

recent idea by Sutton [30] to use planes at angles other
than 45◦ as boundaries of the confidence belts. Sutton
suggests letting the normal vector to the planes be equal
to a vector representing the “sensitivity” of each observa-
tion. We take the sensitivity (or weight) of each dwarf ob-
servation to be proportional to the ratio of the expected
dark matter flux (AeffTobs J) to the mean expected em-
pirical background flux. In contrast, giving every dwarf
the same weight can weaken the limits by as much as
25%.
The number of photons received in the central ROI

containing each dwarf is the sum of the number of pho-
tons from dark matter annihilation and the number pro-
duced by all background processes. The number of signal
photons is governed by a Poisson distribution with mean
µ(ΦPP) (Eq. 1). The number of background photons is
described by the empirical background PMF. Therefore,
the total number of photons detected is distributed ac-
cording to the convolution of these two probability dis-
tributions. The counts found for each dwarf are indepen-
dent variables and so the joint probability of measuring
N is given by the product of the individual PMFs.
Using this statistical framework we derive a 95% upper

Geringer-Sameth, Koushiappas ‘11 
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distribution   

Exclusion of canonical WIMPs by the joint analysis of Milky Way dwarfs with data
from the Fermi Gamma-ray Space Telescope
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and Savvas M. Koushiappas
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Department of Physics, Brown University, 182 Hope St., Providence, RI 02912
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Dwarf spheroidal galaxies are known to be excellent targets for the detection of annihilating
dark matter. We present new limits on the annihilation cross section of Weakly Interacting Massive
Particles (WIMPs) based on the joint analysis of seven Milky Way dwarfs using a frequentist Neyman
construction and Pass 7 data from the Fermi Gamma-ray Space Telescope. We exclude generic
WIMP candidates annihilating into bb̄ with mass less than 40 GeV that reproduce the observed relic
abundance. To within 95% systematic errors on the dark matter distribution within the dwarfs, the
mass lower limit can be as low as 19 GeV or as high as 240 GeV. For annihilation into τ+τ− these
limits become 19 GeV, 13 GeV, and 80 GeV respectively.

PACS numbers: 95.35.+d, 98.80.-k, 95.55.Ka, 07.85.-m

Weakly Interacting Massive Particles (WIMPs) have

long been considered well-motivated and generic candi-

dates for dark matter [1–6]. By virtue of weak inter-

actions with standard model particles, WIMPs in ther-

mal equilibrium in the early universe “freeze out” by the

same mechanism which explains the observed abundance

of light nuclei. The present-day abundance of WIMPs is

governed by their annihilation cross section into standard

model particles.

Due to the form of their weak-scale cross section,

WIMPs have a dark matter density Ωχh2 � 3 ×
10

−27
cm

3
s
−1/�σAv�, roughly irrespective of the parti-

cle mass [7]. For the measured Ωχh2 � 0.1 [8], the

velocity-averaged annihilation cross section is �σAv� ∼
3× 10

−26
cm

3
s
−1

. Because a smaller cross section over-

produces the observed density, this value should be seen

as a relatively strong lower bound on �σAv� in the canoni-

cal thermal WIMP scenario. If observations can lower the

upper limit on �σAv� below this level, they will present a

serious challenge to the conventional WIMP hypothesis

(see e.g., [9–16]).

It is well known that Milky Way dwarf galaxies are ex-

cellent targets to search for dark matter annihilation sig-

natures: they are dark matter dominated objects with no

astrophysical backgrounds (no hot gas). Measurements

of the velocity dispersion of stars in these systems allows

the reconstruction of the potential well and thus the den-

sity profile of the dark matter distribution [17–19].

In order to place constraints on the annihilation cross

section, we must quantify how the value of �σAv� in-

fluences the number of γ-ray events detected with the

Large Area Telescope (LAT) onboard the Fermi Gamma-

ray Space Telescope (Fermi). There are two sources of

detected photon events: those arising from dark matter

matter annihilation (signal), and those produced by any

other processes (background).

In the canonical picture, dark matter annihilates and

gives rise to a γ-ray flux which factors into two inde-

pendent terms: one describing the dark matter particle

physics and one involving the astrophysical properties of

the dwarf galaxy. The expected number of signal events

is

µ(ΦPP) ≡ (AeffTobs)× ΦPP × J, (1)

where Aeff is the effective area of the detector and Tobs

is the observation time. The product AeffTobs is called

the exposure. The goal is to place limits on the quantity

ΦPP which encompasses the particle physics. For self-

conjugate particles it is defined as

ΦPP ≡ �σAv�
8πM2

χ

Mχ�

Eth

�

f

Bf
dNf

dE
dE,

where Mχ is the mass of the dark matter particle and

�σAv� is its total velocity-averaged cross section for an-

nihilation into standard model particles. The index f
labels the possible annihilation channels and Bf is the

branching ratio for each. For any channel, dNf/dE is the

final γ-ray spectrum. This quantity is integrated from a

threshold energy Eth to the mass of the dark matter par-

ticle.

The quantity J contains information about the distri-

bution of dark matter and is defined by

J ≡
�

∆Ω(ψ)

�

�

[ρ(�,ψ)]2 d� dΩ(ψ).

Here, the square of the dark matter density is integrated

along a line of sight in a direction ψ, and over solid angle

∆Ω.

Typically, the background is derived through detailed

modeling of possible contributions [20]. This was the ap-

proach taken in the Fermi Collaboration analysis [21–24].

In this work we eschew such detailed modeling of the ori-

gin and spectral properties of the γ-ray background, and

instead use the photon events in the region near each

dwarf to empirically derive the background from all un-

resolved sources.
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where 2∆ lnL = ∆χ2 and the number of degrees of freedom (d.o.f.) is the number of fit parameters.
In Fig. 2, the 1, 2, and 3 σ contours refer to ∆ lnL = 1.76, 4.01, and 7.08 (3 d.o.f.). In Fig. 5, the
1, 2, and 3 σ contours refer to ∆ lnL = 2.36, 4.86, and 8.13 (4 d.o.f.).

Next, we use this statistical procedure to show that the photon spectrum in the region of interest
is consistent with the presence of a photon line. For now, we assume that the photon continuum
does not contribute to the signal, reserving the case where Nann > 0 for the next section. Scanning
over mχ and

θγZ/γγ ≡ arctan
NγZ

Nγγ
, (6)

while maximizing over α,β, and Nγγ , we find that the best fit point corresponds to

�
mχ/GeV,α,β, Nγγ , θγZ/γγ

�
max

= {130, 2.67, 0.88, 30.3, 0} (unmasked);

(7)
�
mχ/GeV,α,β, Nγγ , θγZ/γγ

�
max

= {130, 2.62, 0.80, 31.6, 0} (masked),

where masked (unmasked) refers to removing (including) data within 1 degree of the Galactic
Center. The significance of the best fit point relative to the null model (power-law background) is
5.5 σ for both the masked and unmasked cases, not including look-elsewhere.4 Masking a 1 degree
radius circle around the Galactic Center has little effect on the best fit dark matter parameters,
though it prefers more shallow power-law backgrounds. From this point onwards, we will only
consider the masked data.

Figure 1 shows the spectrum of photon counts in the region of interest. The solid red line
corresponds to the best fit model in Eq. (7) obtained by maximizing the likelihood function over

101 102102

101

102102

1

EΓ �GeV�
C
ou
nt
s

FIG. 1: Photon counts within 3◦ degrees of the Galactic Center with the inner degree masked. The solid
red line shows the best fit model given in Eq. (7), assuming no continuum contribution. The dashed
black line shows the continuum spectrum for a 130 GeV dark matter annihilating into W+W− (arbitrary
normalization); the spectrum for Z0Z0 is indistinguishable.

4 The best fit null model is {α,β}null = {2.65, 0.95} for the unmasked case and {α,β}null = {2.58, 0.87} for the
masked case.

Relatively common channel (at 1 loop) 

How to explain this with particle DM models? 
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FIG. 2: Regions of 1, 2, and 3 σ significance (filled contours) for θγZ/γγ = arctanNγZ/Nγγ as a function of

mass for the case Nann = 0. The solid lines are contours of Nγγ +NγZ . The best fit point, marked with a

white cross at mχ = 130 GeV and θγZ/γγ = 0, is given in Eq. (7). This figure was made using the masked

data. The analogous plot for the unmasked case is qualitatively the same.

the energy range from 5–200 GeV. The spectrum is well-characterized by a single falling power-law

and a peak at 130 GeV comprised of ∼30 photons.

Figure 2 shows the 1, 2, and 3 σ contours for points in the θγZ/γγ − mχ plane. The best fit

point is marked by the white “X.” There is a clear symmetry in the significance contours, with

regions about 130 and 145 GeV each within 1σ of the best fit model. For the case of a 145 GeV

dark matter, all the photons in the 130 GeV line are due to dark matter annihilation to γZ0
.

Both [13] and [23] note that the presence of two lines at ∼ 130 and 115 GeV is a slightly better

fit to the data; we reproduce the results in [23] when redoing our analysis with the data from [10].

However, for the region of interest analyzed in this work, the data prefer a single line corresponding

to a DM mass of either 130 or 145 GeV, although two lines are consistent within 1 σ.

III. CONTINUUM CONSTRAINT

Now that we have demonstrated the presence of a line (or pair of lines) in the Fermi data

at the Galactic Center, we explore correlated photon signals that are important for a wide class

of models. If the dark matter annihilates to Standard Model particles beyond γγ and/or γZ0
,

additional photons are produced in the decay of these states. The Fermi data has been used

to place constraints on the resulting inclusive photon spectrum using a variety of methods [4–

9, 24, 25]. Currently, the strongest of these bounds comes from a search for γ rays originating from

10 dwarf galaxies in the Milky Way over a 24 month period [6]. For annihilations to W bosons

and mχ � 130 GeV the 95% confidence bound is

σWW v � 10
−25

cm
3/s (Fermi dwarf Galaxy constraint). (8)

The constraint from stacked dwarfs rules out large regions of parameter space for models that can

potentially explain the 130 GeV γ line. In the MSSM, for example, assuming the neutralino makes

up all the dark matter, this constraint rules out all models with
1
2σγZv+σγγv � O

�
10

−28
cm

3/s
�
,

except for wino-bino mixed neutralinos.

4

the Earth limb is in the field of view. We use the class of events designated ULTRACLEAN, which
have a lower effective area but also a lower background than the SOURCE class.

Following [13], we restrict our analysis to the inner 3◦ radius region around the Galactic Center
and neglect possible enhancements from an offset along the plane [13]. Unless explicitly stated,
all results use data where the area within 1 degree of the Galactic Center is masked to reduce
background contributions. We restrict to the energy range 5–200 GeV to minimize uncertainties due
to the point spread function (PSF). The Fermi LAT is designed to measure photons from around
20 MeV to many hundred GeV. The PSF, which encodes the uncertainty in the reconstructed
position in the sky, starts to grow rapidly below a GeV. Specifically, the 68% containment radius
of the PSF is about 0.9◦ at 1 GeV and decreases with energy, approaching ∼ 0.2◦ at high energies.

Appendix A provides the counts per bin for the relevant region of the sky when the inner degree
is both masked and unmasked. The photon counts are given for Nbins = 128 energy bins from
5.1–198 GeV.

B. Fitting The Data

For concreteness, we assume that the signal arises from a WIMP of mass mχ annihilating into
γγ and/or γZ0, thereby producing at most two lines in the photon spectrum at energies

Eγγ = mχ and EγZ = mχ

�
1− m2

Z

4m2
χ

�
. (2)

The WIMP may also annihilate into final states (e.g., W+W−, Z0 Z0, b b, τ+τ−, µ+µ−, etc.) whose
decay products shower and hadronize to produce a continuum photon contribution. Assuming that
the background is a falling power-law parametrized by α,β, the observed photon spectrum expected
from this model is

φ(E) = CEA(E)

�
β

�
E

100 GeV

�−α

+NγγD(E,Eγγ) +NγZD(E,EγZ ) +Nann
dnγ

dE
(E, mχ)

�
, (3)

where Nγγ , NγZ , and Nann are the normalizations of the separate signal components. The function
D(E,Etrue) is the energy dispersion about the true signal energy and is derived using the Fermi
Instrument Response Function (IRF) obtained from the publicly available Science Tools3 — see
Appendix B for a detailed discussion. The normalized differential distributions for different anni-
hilation final states, denoted dnγ/dE, are obtained using Pythia version 8.165 [22] to generate the
spectra. CEA is a corrective factor that accounts for the change in effective area in the 3◦ region
about the Galactic Center, as a function of energy.

For Poisson-distributed data, the best fit values of the parameters α,β, Nγγ , NγZ , and Nann are
obtained by maximizing the likelihood function

lnL(α,β, Nγγ , NγZ , Nann) =
Nbins�

k=1

nk · lnφk − φk − lnnk!, (4)

where nk is the observed photon count and φk =
� Ek

max

Ek
min

φ(E)dE for the kth bin spanning
�
Ek

min, E
k
max

�
. The confidence region about the maximum likelihood, lnLmax, is determined by

lnL ≥ lnLmax −∆ lnL, (5)

3 http://fermi.gsfc.nasa.gov/ssc/data/analysis/
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FIG. 4: The 95% C.L. excluded region for Rob
, as defined in Eq. (10), versus mχ assuming annihilation

into W+W−
, Z0 Z0

for the supersaturation analyses using the masked data set. The plotted mass range

corresponds to the 2 σ best fit region. For comparison, Rth

wino
� 200 and Rth

Higgsino
� 700. Pure wino and

Higgsino dark matter are clearly excluded, as discussed in Sec. IV.

W+W−
and Z0Z0

. Clearly, the supersaturation constraint robustly rules out this entire parameter

space.

B. Constraint Utilizing Shape Information

In this section, we present a complementary bound on Rob
that utilizes the shape of the con-

tinuum spectrum. The ratio Nann/(Nγγ +NγZ ) is constrained by performing a log likelihood fit as

described in Sec. II B. For a given value of Nann/(Nγγ +NγZ ) and mχ, we marginalize over α, β,
Nγγ , and NγZ . This analysis is more constraining than the supersaturation results of Sec. III A,

but depends on the assumption that the γ ray background is described by a single power law from

5–200 GeV.

The best fit point is the same as in Eq. (7), with Nann = 0. The fact that the fit prefers

no annihilation to W+W−
is not surprising. Figure 1 shows that a single power law provides a

remarkably good fit to the data between 5–100 GeV. The filled contours in the left panel of Fig. 5

show the 1, 2, and 3 σ confidence regions about the best fit point. The black solid lines denote

contours of Nγγ + NγZ . There is some room for a non-zero annihilation contribution. For these

cases, the continuum spectrum explains the data below ∼15–20 GeV and the power law background

becomes important at larger energies. Typically, the best fit power law is shallower when Nann > 0

than when Nann = 0.

The 2 σ confidence region for Nann/(Nγγ + NγZ ) can be converted into a bound on Rob
by

multiplying by 1/nγ
ann integrated over the appropriate energy range. The result is given on the

right in Fig. 5, which shows the region excluded at 95% C.L. for Rob
. The maximum allowed value

is Rob
max � 10 for a mass of 129 GeV. The entire range of Rob

is excluded outside the plotted range

for mχ because these masses do not provide a good fit to the data.

Electrons and positrons produced by dark matter annihilation can give additional contributions

to the continuum from inverse Compton scattering (ICS) of the interstellar radiation field [29]. Ne-

glecting this contribution is conservative for the supersaturation constraint, but one might wonder

if the addition of ICS photons could improve the spectral correspondence between the model and

the data for the shape constraint, hence weakening the limits.

This paper is organized as follows. Section 2 discusses continuum constraints and IB in

the context of supersymmetry. Section 3 contains details and discussions of the scans, a few

benchmark points, and their fit to the Fermi data. Section 4 discusses relic density and other

relevant dark matter considerations. The main results are summarized in Section 5.

2 Neutralino Dark Matter and Internal Bremsstrahlung

In the Minimal Supersymmetric Standard Model (MSSM), neutralino dark matter is an

admixture of the bino, neutral wino, and the two neutral Higgsinos, and its composition

determines the strength of the gamma ray signal and the relative size of the continuum.

Table 1 lists the approximate annihilation cross sections into γγ, γZ, and the total cross

section for a dark matter particle of mass 130GeV in the three limits (taken from [7]).

Model σγγv (cm
3
s
−1
) σγZv (cm

3
s
−1
) σtotalv (cm

3
s
−1
) Rth

Bino ∼ 10
−30 ∼ 10

−31 ∼ 10
−27 ∼ 1000

Wino 2.5×10
−27

1.4×10
−26

4×10
−24

210

Higgsino 1.1×10
−28

3.7×10
−28

4.2×10
−25

710

Table 1: Annihilation cross sections for various neutralino constituents. The bino cross

sections are with slepton masses at 200GeV. Rth
represents the size of the continuum relative

to the line signal [7].

Recall that the best fit to the Fermi data requires an annihilation cross section of σγγv =

1.27× 10
−27

cm
3
s
−1

for an Einasto profile. While the wino and Higgsino line signals are at

the right order of magnitude to produce this signal, the bino line signals fall several orders of

magnitude short of this requirement. The required cross section can be lowered by allowing

for a steeper dark matter profile at the Galactic Center – for instance, [1] finds that a cross

section of ∼ 2× 10
−28

cm
3
s
−1

can explain the signal close to the Galactic Center (Reg4 and

Reg5 in [1]), where the signal is the most significant, for a contracted Navarro, Frenk, and

White (NFW) dark matter profile with slope α = 1.3. This, however, is still insufficient to

bring line signals from the bino into contention.

The wino and Higgsino, meanwhile, annihilate dominantly into gauge bosons, and their

subsequent decays produce a significant continuum of photons at lower energies. The size of

this continuum is represented by the ratio Rth
, listed in the final column of Table 1, defined

in [7] as

Rth ≡ σann

2σγγ + σγZ
, (1)

which is to be constrained through comparison with the analogous ratio from observation [7]

Rob ≡ 1

nγ
ann

Nann

Nγγ +NγZ
, (2)

2

≤ 90 
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TABLE I. Expected combinatorial background, B0
(s) → h+h�− background, cross-feed, and signal events assuming SM pre-

dictions, together with the number of observed events in the B0
s → µ+µ− and B0 → µ+µ− mass signal regions, in bins of

BDT.

Mode BDT bin 0.0 – 0.25 0.25 – 0.4 0.4 – 0.5 0.5 – 0.6 0.6 – 0.7 0.7 – 0.8 0.8 – 0.9 0.9 – 1.0

B0
s → µ+µ− Exp. comb. bkg 1889+38

−39 57+11
−11 15.3+3.8

−3.8 4.3+1.0
−1.0 3.30+0.92

−0.85 1.06+0.51
−0.46 1.27+0.53

−0.52 0.44+0.41
−0.24

Exp. peak. bkg 0.124+0.066
−0.049 0.063+0.024

−0.018 0.049+0.016
−0.012 0.045+0.016

−0.012 0.050+0.018
−0.013 0.047+0.017

−0.013 0.049+0.017
−0.013 0.047+0.018

−0.014

Exp. signal 2.55+0.70
−0.74 1.22+0.20

−0.19 0.97+0.14
−0.13 0.861+0.102

−0.088 1.00+0.12
−0.10 1.034+0.109

−0.095 1.18+0.13
−0.11 1.23+0.21

−0.21

Observed 1818 39 12 6 1 2 1 1

B0 → µ+µ− Exp. comb. bkg 2003+42
−43 61+12

−11 16.6+4.3
−4.1 4.7+1.3

−1.2 3.52+1.13
−0.97 1.11+0.71

−0.50 1.62+0.76
−0.59 0.54+0.53

−0.29

Exp. peak. bkg 0.71+0.36
−0.26 0.355+0.146

−0.088 0.279+0.110
−0.068 0.249+0.099

−0.055 0.280+0.109
−0.062 0.264+0.103

−0.057 0.275+0.108
−0.060 0.267+0.106

−0.069

Exp. cross-feed 0.40+0.11
−0.12 0.193+0.033

−0.030 0.153+0.023
−0.021 0.136+0.017

−0.015 0.158+0.019
−0.017 0.164+0.019

−0.017 0.187+0.022
−0.020 0.194+0.036

−0.033

Exp. signal 0.300+0.086
−0.090 0.145+0.027

−0.024 0.115+0.020
−0.017 0.102+0.014

−0.013 0.119+0.017
−0.015 0.123+0.016

−0.015 0.140+0.019
−0.017 0.145+0.030

−0.026

Observed 1904 50 20 5 2 1 4 1
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FIG. 2. CLs as a function of the assumed B for (left) B0
s → µ+µ− and (right) B0 → µ+µ− decays. The long dashed black

curves are the medians of the expected CLs distributions for B
0
s → µ+µ−, if background and SM signal were observed, and for

B0 → µ+µ−, if background only was observed. The yellow areas cover, for each B, 34% of the expected CLs distribution on
each side of its median. The solid blue curves are the observed CLs. The upper limits at 90% (95%) CL are indicated by the
dotted (solid) horizontal lines in red (dark gray) for the observation and in gray for the expectation.

TABLE II. Expected and observed limits on the B0
(s) → µ+µ−

branching fractions.

Mode Limit at 90% CL at 95% CL

B0
s → µ+µ− Exp. bkg+SM 6.3× 10−9 7.2× 10−9

Exp. bkg 2.8× 10−9 3.4× 10−9

Observed 3.8× 10−9 4.5× 10−9

B0 → µ+µ− Exp. bkg 0.91× 10−9 1.1× 10−9

Observed 0.81× 10−9 1.0× 10−9
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Finally, NB0
(s)

→µ+µ− is the number of observed signal

events. The observed numbers of B+ → J/ψK+, B0
s →

J/ψφ and B0 → K+π− candidates are 340 100 ± 4500,
19 040 ± 160 and 10 120 ± 920, respectively. The three
normalization factors are in agreement within the uncer-
tainties and their weighted average, taking correlations
into account, gives αnorm

B0
s→µ+µ− = (3.19 ± 0.28) × 10−10

and αnorm
B0→µ+µ− = (8.38± 0.39)× 10−11.

For each bin in the two-dimensional space formed by
the invariant mass and the BDT we count the number
of candidates observed in the data, and compute the ex-
pected number of signal and background events.

The systematic uncertainties in the background and
signal predictions in each bin are computed by fluctu-
ating the mass and BDT shapes and the normalization
factors along the Gaussian distributions defined by their
associated uncertainties. The inclusion of the systematic
uncertainties increases the B0 → µ+µ− and B0

s → µ+µ−

upper limits by less than ∼ 5%.
The results for B0

s → µ+µ− and B0 → µ+µ− decays,
integrated over all mass bins in the corresponding signal
region, are summarized in Table I. The distribution of
the invariant mass for BDT>0.5 is shown in Fig. 1 for
B0

s → µ+µ− and B0 → µ+µ− candidates.

FIG. 1. Distribution of selected candidates (black points)
in the (left) B0

s → µ+µ− and (right) B0 → µ+µ− mass
window for BDT>0.5, and expectations for, from the top,
B0

(s) → µ+µ− SM signal (gray), combinatorial background

(light gray), B0
(s) → h+h�− background (black), and cross-

feed of the two modes (dark gray). The hatched area depicts
the uncertainty on the sum of the expected contributions.

The compatibility of the observed distribution of
events with that expected for a given branching frac-
tion hypothesis is computed using the CLs method [15].
The method provides CLs+b, a measure of the com-
patibility of the observed distribution with the signal
plus background hypothesis, CLb, a measure of the
compatibility with the background-only hypothesis, and
CLs = CLs+b/CLb.

The expected and observed CLs values are shown in
Fig. 2 for the B0

s → µ+µ− and B0 → µ+µ− channels,
each as a function of the assumed branching fraction.
The expected and measured limits for B0

s → µ+µ− and
B0 → µ+µ− at 90% and 95% CL are shown in Table II.
The expected limits are computed allowing the presence
of B0

(s) → µ+µ− events according to the SM branching
fractions, including cross-feed between the two modes.

The comparison of the distributions of observed
events and expected background events results in a p-
value (1− CLb) of 18% (60%) for the B0

s → µ+µ−

(B0 → µ+µ−) decay, where the CLb values are those cor-
responding to CLs+b = 0.5.

A simultaneous unbinned likelihood fit to the mass pro-
jections in the eight BDT bins has been performed to
determine the B0

s → µ+µ− branching fraction. The sig-
nal fractional yields in BDT bins are constrained to the
BDT fractions calibrated with the B0

(s) → h+h�− sam-

ple. The fit gives B(B0
s → µ+µ−) = (0.8+1.8

−1.3) × 10−9,
where the central value is extracted from the maximum
of the logarithm of the profile likelihood and the uncer-
tainty reflects the interval corresponding to a change of
0.5. Taking the result of the fit as a posterior, with a
positive branching fraction as a flat prior, the probabil-
ity for a measured value to fall between zero and the SM
expectation is 82%, according to the simulation. The
one-sided 90%, 95% CL limits, and the compatibility
with the SM predictions obtained from the likelihood, are
in agreement with the CLs results. The results of a fully
unbinned likelihood fit method are in agreement within
uncorrelated systematic uncertainties. The largest sys-
tematic uncertainty is due to the parametrization of the
combinatorial background BDT.

In summary, a search for the rare decays B0
s → µ+µ−

and B0 → µ+µ− has been performed on a data sam-
ple corresponding to an integrated luminosity of 1.0 fb−1.
These results supersede those of our previous publica-
tion [6] and are statistically independent of those ob-
tained from data collected in 2010 [12]. The data are
consistent with both the background-only hypothesis and
the combined background plus SM signal expectation at
the 1σ level. For these modes we set the most stringent
upper limits to date: B(B0

s → µ+µ−) < 4.5 × 10−9 and
B(B0 → µ+µ−) < 1.03× 10−9 at 95% CL.
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Mono-jet and Mono-γ (plus MET) searches constrain the region of light WIMPs 
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FIG. 7: Examples illustrating how dark matter annihilations and astrophysical sources could combine to make up the observed

residual emission surrounding the Galactic Center. In the upper left frame, we show results for a 10 GeV dark matter particle

with an annihilation cross section of σv = 7 × 10
−27

cm
3
/s and which annihilates only to leptons (e+e−, µ+µ−

and τ+τ−
,

1/3 of the time to each). In the upper right frame, we show the same case, but with 10% of the annihilations proceeding to

bb̄. In the lower frame, we show results for a 30 GeV dark matter particle annihilating to bb̄ with an annihilation cross section

of σv = 6 × 10
−27

cm
3
/s. In each case, the annihilation rate is normalized to a halo profile with γ = 1.3. The point source

spectrum is taken as the broken power-law shown in Fig. 4, and the Galactic Ridge emission has been extrapolated from the

higher energy spectrum reported by HESS [12], assuming a pion decay origin and a power-law proton spectrum. See text for

details.

these uncertainties in mind, one should consider all an-
nihilation cross sections shown in Fig. 6 and elsewhere in
this paper to be accurate only to within a factor of a few.

Of course, it is also expected that astrophysical sources
will contribute to the Galactic Center’s gamma ray spec-
trum between 300 MeV and 10 GeV. In Fig. 7, we show
three examples in which emission from a central point
source (as shown in Fig. 4), along with emission from the
Galactic Ridge (as extrapolated from the higher energy
HESS emission, assuming a spectral shape that results
from a power-law spectrum of protons) combine with a
contribution from dark matter to generate the observed
residual emission. Note that the lowest energy emission
is largely generated by the central point source (as sug-
gested by the observed morphology) while the highest
energy bin is dominated by emission from the Galactic
Ridge. Only the 300 MeV-10 GeV range is dominated by
dark matter annihilation products.

C. Millisecond Pulsars

A population of gamma ray point sources surround-
ing the Galactic Center could also potentially contribute
to the observed residual emission. Millisecond pulsars,
which are observed to produce spectra that fall off rapidly
above a few GeV, represent such a possibility [5, 17].

Observations of resolved millisecond pulsars by FGST
have found an average spectrum well described by
dNγ/dEγ ∝ E−1.5

γ exp(−Eγ/2.8GeV) [33]. Similarly, the
46 gamma ray pulsars (millisecond and otherwise) in the
FGST’s first pulsar catalog have a distribution of spec-
tral indices which peaks strongly at Γ =1.38, with 44
out of 46 of the observed pulsars possessing (central val-
ues of their) spectral indices greater than 1.0 [34] (see
Fig. 8). In contrast, to produce a sizable fraction of the
spatially extended residual emission between 300 MeV
and 10 GeV without exceeding the emission observed be-
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ing the Galactic Center could also potentially contribute
to the observed residual emission. Millisecond pulsars,
which are observed to produce spectra that fall off rapidly
above a few GeV, represent such a possibility [5, 17].

Observations of resolved millisecond pulsars by FGST
have found an average spectrum well described by
dNγ/dEγ ∝ E−1.5

γ exp(−Eγ/2.8GeV) [33]. Similarly, the
46 gamma ray pulsars (millisecond and otherwise) in the
FGST’s first pulsar catalog have a distribution of spec-
tral indices which peaks strongly at Γ =1.38, with 44
out of 46 of the observed pulsars possessing (central val-
ues of their) spectral indices greater than 1.0 [34] (see
Fig. 8). In contrast, to produce a sizable fraction of the
spatially extended residual emission between 300 MeV
and 10 GeV without exceeding the emission observed be-

5

FIG. 2: The spectrum of residual gamma-ray emission from the inner 5 degrees surrounding the Galactic Center, after sub-

tracting the known sources and line-of-sight gas templates. The dashed line represents the spectrum of the central, point-like

emission, as found by the authors of Refs. [10], [34], and [35]. Above ∼300 MeV, the majority of the observed emission is

spatially extended, and inconsistent with originating from a point source. The dotted line shows the Galactic Ridge emission,

as extrapolated from the higher energy spectrum reported by HESS [36]. In the left frame, I show results for a 10 GeV dark

matter particle with an annihilation cross section of σv = 7× 10
−27

cm
3
/s and which annihilates only to leptons (e+e−, µ+µ−

and τ+τ−
, 1/3 of the time to each). In the right frame, I show the same case, but with an additional 10% of annihilations

proceeding to bb̄. In each case, the annihilation rate is normalized to a halo profile with γ = 1.3. This figure originally appeared

in Ref. [9].

gamma-rays, we include in Fig. 2 the spectrum from

the annihilations of a 10 GeV dark matter particle

(dot-dashed) and from a component extrapolated from

HESS’s observations of the Galactic Ridge (dots) [36].

The sum of these contributions (solid) provides a good fit

to the total observed spectrum, for dark matter which an-

nihilates mostly to leptons (the gamma-ray flux is dom-

inated by annihilations to τ+τ−), possibly with a sub-

dominant fraction proceeding to hadronic final states. To

accommodate the angular extent of the observed gamma-

ray signal, a dark matter distribution of approximately

ρDM ∝ r−1.25
to r−1.4

is required [9]. Interestingly,

the annihilation cross section required to normalize the

gamma-ray signal is not far from the value predicted for

a simple thermal relic (σv = 3 × 10
−26

cm
3
/s). Adopt-

ing central values for the local dark matter density [24],

the annihilation cross section to τ+τ− is required to be

σvττ ≈ (1− 5)× 10
−27

cm
3
/s for a dark matter distribu-

tion with an inner slope of 1.3 to 1.4. If the dark matter

also annihilates to electrons and muons at a similar rate,

the total annihilation cross section falls within a factor

of a few of the canonical estimate of 3× 10
−26

cm
3
/s.

1

1 While these results are largely based on the analysis of Ref. [9]
(and its predecessors Refs. [10, 37]), an independent analysis of
the Fermi data in the direction Galactic Center was also pre-
sented in Ref. [34]. The results of Ref. [34] are in good agree-
ment with those of Ref. [9]. In particular, Ref. [34] find that the
inclusion of a dark matter-like signal in their analysis improves
the log-likelihood of their fit by 25 with the addition of only one
new parameter, corresponding to a significance of approximately
5σ [34]. The Fermi Collaboration has also presented prelimi-

Although astrophysical origins of the gamma-ray emis-

sion observed from the Galactic Center region have been

discussed [9], considerable challenges are faced by such

interpretations. Possibilities that have been considered

include emission from the central supermassive black

hole [10, 35], and from a population of unresolved point

sources, such as millisecond pulsars [39].

In the case of the supermassive black hole, direct emis-

sion from this object is not consistent with the observed

morphology of the gamma-ray signal. The observed an-

gular extent of the emission could be reconciled, how-

ever, if the gamma-rays originate from cosmic rays that

have been accelerated by the black hole and then diffuse

throughout the surrounding interstellar medium, produc-

ing pions through interactions with gas [35, 40]. The

spectral shape of the spatially extended emission is very

difficult to account for with gamma-rays from pion decay,

however. Even for a monoenergetic spectrum of protons,

the resulting spectrum of gamma-rays from pion decay

does not rise rapidly enough to account for the observed

gamma-ray spectrum.

A large population of unresolved gamma-ray pulsars

surrounding the Galactic Center has also been proposed

to account for the observed emission [9, 10, 39]. The spec-

tra observed from among the 46 pulsars in the FGST’s

first pulsar catalog, however, are typically much softer

than is observed from the Galactic Center [9, 41]. Unless

the spectra among the population of pulsars surrounding

nary findings [38] which describe a spectrum of excess emission
consistent with that found in Ref. [9].

Hints for very light DM? 

Gamma rays from the Galactic centre (Fermi LAT data) 

Favours light dark matter:  

Hooper, Goodenough 2011; Hooper, Linden 2011 

THE INDIRECT SEARCH FOR DM FROM THE GALACTIC CENTER WITH THE FERMI LAT 5

Fig. 3. – Spectra from the likelihood analysis of the Fermi LAT data (number of counts vs
reconstructed energy) in a 7◦×7◦ region around the Galactic Center (number of counts vs
reconstructed energy)

Fig. 4. – Residuals ( (exp.data - model)/model) of the above likelihood analysis. The blue area
shows the systematic errors on the effective area.

tools [17]). The P6−v3 version of the Instrument Response Functions and event classifi-
cation was used. For this analysis a region of interest (RoI) of 7◦×7◦ was considered in
order to minimize the diffuse backgrounds contributions. The RoI was centered at the
Galactic Center position at RA = 266.46◦, Dec=-28.97◦. The events were selected to
have an energy between 400MeV and 100GeV, to be of the ”diffuse” class (high purity
sample) and to have converted in the front part of the tracker. The selection conditions
provided us with events with very well reconstructed incoming direction. Data have been
binned into a 100×100bins map for the subsequent likelihood analysis. In order to per-
form maximum likelihood analysis of the data, a model of the already known sources and
the diffuse background should be built. The used model is made of 11 sources from the
Fermi 1 year catalog [3] which are located within or very close to the considered region

Cañadas, Morselli, Vitale 2010 
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both dark matter and astrophysical scenarios, this may

be understood in a model where the filaments exist as an

entirely ordered magnetic enhancement superimposed on

a random diffuse magnetic field of approximately 10 µG
which permeates the Galactic center region. The differ-

ing ratios of the ordered to random magnetic fields (e.g

80% in the Northern Thread vs. nearly 100% in the Ra-

dio Arc) would then drive significantly enhanced parallel

diffusion in the Radio Arc. Alternatively, assumptions

that the Alfvèn velocity places an upper limit on the

speed of electron diffusion implies a diffusion timescale

which scales as B−1
and would approximately match the

ratio of diffusion timescales observed in these two sys-

tems (Alfvén 1942). We note, however, that this effect

is not well understood and remains a significant assump-

tion in our model. Lastly, it is possible that the magnetic

field structures at the edges of the NRFs are configured

to allow significant reflection of trapped electrons (Hey-

vaerts et al. 1988).

Another necessary feature in any dark matter model

of NRFs concerns the radial dependence of the electron

injection spectrum. As shown in Eqn. 3, the dark mat-

ter annihilation rate within a given filament falls off as

∼ r−2.5
, where r is the distance of the filament to the dy-

namical center of the galaxy. A quantitative observation

of the electron injection spectrum in individual filaments

is difficult, due to the varying lengths, widths, magnetic

fields, and diffusion constants in the observed filaments.

However, the distance from the Galactic center to var-

ious NRFs is thought to span nearly an order of mag-

nitude, which implies an injection spectrum that varies

by more than a factor of 300 throughout the NRF pop-

ulation. This makes the statistical observation of such a

feature possible, even with extremely crude estimations

for the astrophysical parameters of individual NRFs. In

order to examine this necessary trend, we have studied

the observations of 7 NRFs with integrated fluxes and

lengths observed at 330 MHz in the LaRosa et al. (2000)

catalog, as well as the 13 NRFs observed at 1.4 GHz in

the Yusef-Zadeh et al. (2004) catalog. In both cases, inte-

grated fluxes as well as lengths, are provided. We assume

a constant radial width for all NRF, noting that quoted

widths for most NRFs fall approximately within a factor

of two. For this reason, we have removed the Radio Arc

from our datasets as this assumption is particularly poor

for that filament.

The total luminosity of a NRF is expected to depend

sensitively on its length. In addition to the linear de-

pendence of the dark matter annihilation rate on the

length of a filament, longer filaments are expected to re-

tain electrons for longer periods of time and as a result

will deposit a greater fraction of their initial energy into

synchrotron radiation within the filament. In this work,

we consider three scenarios to account for the influence

of a NRF’s length. First, we we consider the case in

which electrons are effectively confined and lose their en-

ergy to synchrotron radiation on timescales much smaller

than the diffusion timescale (τ � 1). In this case the to-

tal flux in an NRF should depend only linearly on the

length of the filament. Second, in the case that electrons

free stream through the filaments on timescales much

smaller than the synchrotron energy loss time (τ � 1),

the amount of energy deposited by a single electron into

the filament is expected to scale with the length of the fil-

Fig. 4.— The synchrotron energy spectrum predicted from dark
matter annihilations (MDM = 8 GeV, annihilating to e+e−, µ+µ−

and τ+τ− with �σv� = 3 × 10−26 cm3 s−1) compared to the ob-
served intensity and spectrum of G0.2-0.0 (the Radio Arc, top left),
G0.08+0.15 (Northern Thread, top right), G0.16-0.14 (Arc Fila-
ment, bottom left) and G359.1-0.2 (the Snake, bottom right). The
magnetic fields, filamentary width, and synchrotron energy loss
times are shown for the synchrotron match to each filament.

ament, providing a total flux which scales with the length

of the filament squared. Finally, in the case that electrons

diffusively propagate through the filament on a timescale

smaller than the synchrotron energy loss time (τ � 1

with D0/c � filament length) the total energy deposited

by an electron inside the filament will vary as the square

of the filaments length, providing a total flux which varies

as the cube of the length of the filament. The cases in

which the total flux scales with l and l3 effectively bracket

the possible degrees of correlation between the length of

a NRF and it’s total flux, while the l2 case can be con-

sidered something of a median expectation.

We first examine the observed dataset at 330 MHz.

In the left frames of Fig. 5, we plot the flux per unit

length (top), per unit length squared (middle) and per

unit length cubed (bottom) as a function of the projected

distance of each NRF to the Galactic center. In each

case, we note no significant trend between the distance of

a given filament from the Galactic center. In other words,

the distance of a given filament from Galactic center does

not appear to have significant bearing on its emission

at 330 MHz, suggesting that astrophysical mechanisms

(i.e. not dark matter annihilations) are responsible for

the emission at this frequency.

The same conclusion is not found at 1.4 GHz, however.

At this frequency (right), we see a very significant corre-

lation between the projected distance of a filament to the

Galactic center and its observed intensity. In particular,

filaments closer to the Galactic center tend to be consid-

erably brighter at 1.4 GHz than those farther away. We

note that for the dark matter halo profile used in this

paper, we predict a flux which scales with r−2.5
, while a

more generic range of profiles predicts behavior between

roughly r−2
and r−3

.

There are several interesting features of the results

shown in Fig. 5. First, although the correlation observed

among the filaments in the 1.4 GHz dataset could have

Synchrotron emission from radio filaments in 
the inner galaxy  

Seem to contain spectrum of e+e- peaked at 10 
GeV 

Consistent with thermal very light WIMPs? 

WMAP Haze 

Linden, Hooper, Yusuf-Zadeh 2011 
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FIG. 5: Synchrotron emission from dark matter an-
nihilations as a function of latitude below the Galac-
tic Center for 10 GeV dark matter particles annihilating
equally to e+e−, µ+µ−, and τ+τ−, distributed as ρDM =
0.35GeV/cm3 × (r/8.5 kpc)−1.33, and with a total cross sec-
tion of σv = 7 x 10−27 cm3/s. The magnetic field model
used is given by B(r, z) = 22µG e−r/5.0 kpc e−|z|/1.8 kpc. This
figure was adapted from one originally appearing in Ref. [11].

foregrounds [59, 60]. This anomalous emission, known as
the “WMAP Haze”, is generally interpreted as hard syn-
chrotron emission from a population of energetic cosmic
ray electrons/positrons present in the inner kiloparsecs
of the Milky Way. Due to the morphology and overall
power of the WMAP Haze, it has been proposed that
this signal could be synchrotron emission from electrons
and positrons produced through dark matter annihila-
tions [11–13].2

To calculate the synchrotron signal predicted from the
annihilations of 10 GeV dark matter particles, one must
model the propagation of the electron and positron an-
nihilation products through the inner galaxy. We do
this using the cosmic ray propagation code Galprop [63],

2
More recently, a diffuse flux of gamma-rays has been identified at

high latitudes in the Fermi data, likely resulting from the Inverse

Compton scattering of ∼TeV electrons/positrons [61] (or possi-

bly the scattering of cosmic ray hadrons with gas [62]). While it

is possible that this emission (which goes by names such as the

Fermi Haze, the Fermi Bubbles, and the Fermi Lobes) is in some

way connected to the WMAP Haze, it is also possible that these

signals result from two separate populations of cosmic rays, with

considerably differing energies and which are evident in quite

different parts of the sky.

adopting conventional values for the diffusion coefficient
(3.5 × 1028 cm2/s) and Galactic Magnetic Field (B =
22µG e−r/5.0 kpc e−|z|/1.8 kpc, where r and z represent the
distance from the Galactic Center along and perpendic-
ular to the the Galactic Plane).
In Fig. 5, we compare the synchrotron haze predicted

from 10 GeV dark matter particles to that observed by
WMAP. Here, we have used the same dark matter model
as in the previous two subsection (with the exception of
a slightly different distribution, ρDM ∝ r−γ , γ = 1.33
rather than γ = 1.3, which should be of little conse-
quence). We find quite good agreement with the ob-
served features of the WMAP Haze. These fits to the
WMAP Haze were obtained with relatively little free-
dom in the astrophysical or dark matter parameters.
In particular, the mass, annihilation cross section, and
halo profile are each tightly constrained by the observed
features of the Galactic Center gamma-ray signal. Al-
though the choice of the magnetic field model allowed
us to adjust the morphology and spectrum of the of the
synchrotron emission to a limited degree, we had little
ability to significantly adjust the overall synchrotron in-
tensity. If the gamma-rays from the Galactic Center as
observed by Fermi are interpreted as dark matter annihi-
lation products, we are forced to expect a corresponding
synchrotron signal from the Inner Galaxy very much like
that observed by WMAP.
Dark matter particles annihilating in galaxies other

than the Milky Way will produce annihilation prod-
ucts which contribute to the diffuse isotropic radio back-
ground. Interestingly, data from ARCADE 2 (Abso-
lute Radiometer for Cosmology, Astrophysics and Diffuse
Emission), and a number of low frequency radio surveys
have revealed a sizable flux of isotropic power at radio
frequencies (<∼ 3 GHz), brighter than a factor of 5-6 than
that expected based on extrapolations of of the luminos-
ity functions of known radio sources. This emission also
exhibits a harder spectrum than is observed from resolved
sources such as radio galaxies [64]. In Ref. [65] it was sug-
gested that dark matter annihilations may account for
this excess. In particular, they point out that 10 GeV
dark matter particles annihilating to leptons can provide
a good fit to the observed radio background, without re-
lying on large boost factors [65, 66].

E. Indirect Evidence Summary and Constraints

Over the past several pages, I have summarized three
independent astrophysical observations which can be ex-
plained by the annihilations of a 10 GeV dark matter par-
ticle (four if you include the excess power in the diffuse
radio background). In this subsection, I will briefly dis-
cuss what these observations (if interpreted as dark mat-
ter annihilation products) tell us about the dark matter
particle and its distribution, and compare this to various
constraints that can be placed from other observations.
Beginning with the dark matter distribution, the an-

Could be further evidence of light (thermally 
produced) DM (m~10 GeV) annihilating mostly 
into leptons. 

Hints for very light DM? 
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FIG. 1: Black contours: posterior pdf (upper panels, for flat and log priors) and profile likelihood (lower panels) for the cMSSM
parameters, including all present-day constraints (WMAP 7-years and LHC first results included), except Xenon100. From the
inside out, contours enclose 68%, 95% and 99% of marginal posterior probability (top two rows) and the corresponding profiled
confidence intervals (bottom panels). The black cross represents the best fit, the black dot the posterior mean (for the pdf
plots). Parameters describing astrophysical and hadronic uncertainties have been fixed to their fiducial values. Grey contours
(very difficult to see, as they almost overlap with the black contours) represent the constraints obtained without inclusion of
LHC data. In the plots on the left, the dashed/blue line represents the current LHC exclusion limit, while in the right-most
plots the red/dashed line is the 90% exclusion limit from Xenon100 (for standard astrophysical assumptions).

profile likelihood perspective. We also point out that
the 99% region from the profile likelihood is much wider
than could be assumed just by qualitatively extending
either the 68% or the 95% range, and this owing to the
highly non-Gaussian nature of the tails of the distribu-
tion. Our results therefore indicate that a high-resolution

scan is necessary to map out the tails of the profile like-
lihood with sufficient accuracy in order to delimit the
99% region, whose extent is much larger than would be
inferred by assuming an approximately Gaussian distri-
bution from the 68% region. Finally, it is interesting that
the extent of the 99% profile likelihood region is actually

Bertone, Cerdeño., Fornasa, Ruiz de Austri,  Trotta ‘11 

The negative results allow to exclude the Focus 
Point region, even with Astrophysical and 
Hadronic Uncertainties. 	
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FIG. 3: Top row: Impact of marginalizing (profiling) over hadronic uncertainties as nuisance parameters in the posterior pdf
(profile likelihood, right-most panels). Parameters describing astrophysical uncertainties have been fixed to their fiducial values.
Bottom row: Impact of further marginalizing/profiling over astrophysical uncertainties. For comparison, the gray contours are
the case where both the hadronic and astrophysics nuisance parameters are fixed to their fiducial value. In all panels, all
available data have been applied (including LHC and Xenon100).

V. UPDATED PROSPECTS FOR CMSSM
DISCOVERY

We now turn to discuss the implications of our results
for detection prospects at the LHC, and via direct and in-
direct detection channels. Fig. 4 shows 1D posterior dis-
tributions and profile likelihoods for the lightest Higgs
mass, mh, the gluino mass mg̃ and the spin-depedent
scattering cross section σSD

χ−p RT: missing. **** The
reach of some current and future probes is also superim-
posed RT: maybe not?****.
We notice that the 1D marginal distributions for the

log prior scan (green) and the 1D profile likelihood (red)
are very similar, while the 1D distribution from the flat
prior scan still shows some residual volume effect. This
manifests itself e.g. in the shift of the bulk of the prob-
ability density to larger gluino and neutralino masses.
However, a robust result of our scans is that the best-fit
neutralino mass is fairly small (in the range ∼ 150− 250
GeV), the lightest Higgs very light (just above the LEP
exclusion limit), and the spin-independent scattering
cross section a mere factor of∼ 2 below current Xenon100
limits. This therefore puts our best-fit point for the

cMSSM easily within reach of the next generation of di-
rect detection experiments. In particular, the upcoming
scaled-up version of Xenon100, Xenon1T, is expected to
probe by 2015 practically the entire 2d posterior shown
above, reaching a sensitivity better than σSI

χ−p = 10−10pb
in a mass range extending from 20 to 300 GeV (see e.g.
the recent assessment of the Xenon1T reach in Ref. [66]).
Interestingly, the prospects for indirect DM searches

are promising in the FP region, especially for what con-
cerns the detection of high-energy neutrinos from DM
annihilations in the Sun (e.g. Ref. [67, 68]. The fact
that Xenon100 rules out the FP branch has therefore
an impact also on the prospects for indirect detection,
and further constrains the possibility to probe DM in
the cMSSM with astrophysical experiments.

VI. CONCLUSION

We have presented in this paper new global fits of the
cMSSM, including the most recent constraints from the
LHC and the Xenon100 experiment. Besides the uncer-
tainties on Standard Model quantities, our analysis takes
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FIG. 2: As in Fig. 1, but now black contours include Xenon100 data (for fixed hadronic and astrophysical uncertainties), while
the gray empty contours show for comparison the case where no direct detection data are included (from the inside out: 68%,
95% and 99% regions). We observe a strong suppression of the viability of the FP region in the Bayesian posterior (top and
middle row), and a better agreement between the posterior distributions and the profile likelihood. In particular, notice how
the 95% contour for the Bayesian pdf’s (outer contous in the top two rows) is qualitatively similar to the 99% contour from
the profile likelihood (outer contours in the bottom row).

(g − 2)µ value found in the former scan, which is essen-
tially exactly identical to the experimental central value.
For the profile likelihood, even a very small improvement
in the best-fit value has an impact on the contours as far
out in the tails as 99%, as those are defined wrt to the
best-fit χ2. However, given the numerical uncertainties
associated with any scan, we can safely conclude that
this tightening of the contours is a spurious effect and

that the extent of the 99% region remains qualitatively
the same when including both hadronic and astrophysical
nuisance parameters in the scan.
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Figure 2. As in Fig. 1, but now black contours include XENON100 data (considering hadronic and
astrophysical uncertainties as nuisance parameters), while the blue empty contours show for comparison the
case where no direct detection data are included (from the inside out: 68%, 95% and 99% regions). We observe
a strong suppression of the viability of the FP region. Notice that the XENON100 90% limit (red/dashed
line) has been included only to guide the eye, as our implementation of the XENON100 data is slightly more
conservative than the procedure adopted in Ref. [15].

data, as can be seen explicitly in the rightmost plot. This clearly illustrates the potential of
direct detection experiments to constrain SUSY.

3.3 Impact of the δaSUSY
µ constraint

The muon anomalous magnetic moment provides an interesting window to new Physics,
since it is very accurately measured. A constraint on the supersymmetric contribution to
this observable, δaSUSY

µ , can be extracted by comparing the experimental result [59], with
the theoretical evaluations of the Standard Model contribution [60–62]. Although the latter
have become increasingly precise in the last decade, they are still subject to theoretical uncer-
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Figure 5. 1D marginal pdf for flat priors (thin solid/blue), log priors (thick solid/red) and 1D profile
likelihood (dashed/black) for the lightest Higgs mass mh. The results come from the implementation of all
experimental data, including LHC 2011 data, except for direct detection constraints (left), all data including
XENON100 data with astrophysical and hadronic uncertainties fully marginalised/maximised over (centre)
and all data except direct detection data and excluding the δaSUSY

µ constraint. The best fit point is indicated
by the encircled black cross.

prior. This conclusion remains true even if the δaSUSY
µ constraint is excluded from the scan

(see right panel of Fig. 5).
At this point we comment on how we expect the results of our analysis to change when

using priors other than the non-informative flat and log priors applied in this work.
In the literature Bayesian studies of the cMSSM have been performed which attempt

to incorporate the SUSY naturalness criterium. Namely, SUSY soft-masses should not be
far from the experimental electroweak (EW) scale in order to avoid unnatural fine-tuning
to obtain the correct size of the EW symmetry breaking. In some studies a penalisation of
the fine-tuned regions has been implemented, e.g. by using a conveniently modified prior
for the cMSSM parameters [66, 67]. On the other hand, in Ref. [68] it has been shown
that the naturalness arguments arise from the Bayesian analysis itself, with no need of in-
troducing “naturalness priors”. The key is when the experimental value of MZ is considered
in the same way as other experimental information (usually MZ is fixed to its experimen-
tal value and the Higgsino mass parameter µ is predicted from the EW symmetry breaking
conditions). Marginalising over µ results in a factor 1/cµ in the Bayesian posterior, where
cµ =

∣

∣∂ lnM2
Z/∂ lnµ

∣

∣ is the conventional Barbieri-Giudice measure of the degree of fine-
tuning [70, 71] (for details on this derivation see Ref. [68, 69]). This precisely agrees with
the “naturalness prior” which is introduced by hand in Ref. [66]. Thus, the presence of
this fine-tuning parameter in the denominator penalises the regions of parameter space cor-
responding to large fine-tuning. As a result the only region with large soft-masses that is
not disfavoured is the FP region, in which naturalness is preserved [72]. Indeed, this region
contains a large portion of the Bayesian posterior probability in the presence of the DM
relic abundance constraint, especially when the constraint on the anomalous magnetic mo-
ment of the muon is excluded from the analysis [69]. As was shown above, the addition of
XENON100 data strongly disfavours the FP region, therefore one would expect the bulk of
the posterior probability to fall within the low and intermediate soft-masses region, leading
to similar conclusions as the ones resulting from our log prior scan.
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Conclusions 

•  LHC alone might be unable to determine the nature of the dark matter 

Failing to unambiguously reconstruct the relic density 

Combination with Dark Matter experiments provides complementary information 

Results from 1 tonne experiments can be combined with LHC data to 
determine the DM relic abundance  

•  Spin-dependent sensitive targets can provide complementary information to 
determine the WIMP phenomenological parameters 

The inclusion of uncertainties (especially those in spin form factors) is 
important to assess complementarity of targets 

Relatively small targets ~50-100 kg (LiF, Sapphire) can be complementary 
to 1 tonne (Ge, Xe) experiments 
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The detection rate for a given target is a function of the spin-dependent and 
independent couplings of the WIMP	
  

E.g., for COUPP with CF3I and C4F10	
  

(use WIMP relation among 
σSD

nand σSD
p)	
  

R1~ A1 σSI
p + B1 σSD
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R2~ A2 σSI

p + B2 σSD
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(See also Belanger, Nezri, Pukhov ‘08) 
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Determining the full set of parameters provides crucial information	
  

mX σSI
p	
   σSD

p	
   σSD
n	
  

Can we determine to which DM model it corresponds?	
  

Figure 3: Predictions for σSI
χp vs σSD

χp in MSSMQ(black), MUED (red), LHM (green),
RHNM (pink). b) σSI

χp as a function of the CDM mass, same color code as a) with in
addition the model IDM (black)

direct detection rate. We also insure that the CDM relic density satisfies the WMAP
upper bound and that the charged Higgs is not the CDM.

The SI cross sections are suppressed by the heavy B1 mass, eq. 17, the larger cross
sections are therefore expected for the lighter CDM particles, see fig. 3b. Typically, more
than an order of magnitude improvement in detectors sensitivities is needed to probe
the parameter space of the model and a large fraction of the models, specially those
with a CDM at the TeV scale, will remain inaccessible to the large scale detectors. The
main characteristic of this model is the correlation between SI and SD cross sections,
this is because the heavy KK-quark exchange contributes to both modes. As a result SD
interactions could be accessible in cases where rates are too low for SI interactions. This
is in sharp contrast with the MSSMH.

4.1.4 LHM

The LHM with T-parity contains in addition to heavy gauge bosons, heavy T-odd fermions
as well as a new T-even heavy top quark. We choose as free parameters the Higgs mass,
f , κ and sα. f sets the scale of the heavy gauge bosons and fermions in particular the
heavy photon of mass

MAH
=

g′f√
5

[

1 −
5v2

8f 2

]

(24)

with v the usual vev of the Higgs. κ is an additional parameter that enters the fermion
masses, for example for a heavy down-type quark, Md =

√
2κf . For simplicity we assume

an universal factor κ for all heavy fermions. sα depends on the ratio of the Yukawa
couplings of T-even and T-odd top quarks. [106] This parameter enters the top quark
mass as well as couplings involving standard and heavy top quarks.
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There can be, however, correlations in the “phenomenological parameters”  

Information on spin-dependent WIMP couplings can prove important to distinguish models 
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Does not leave a good signal (no hard energy deposition for detectors to trigger upon) 

We might not be able to test directly the DM couplings to SM matter (problem for 
estimating the relic abundance) 

MAKES IT DIFFICULT TO TAKE A MODEL INDEPENDENT APPROACH. 

Direct DM production (pp à XX) does not leave a good signal	
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Direct DM production (pp à XX) does not leave a good signal	
  

Look for jets + extra leptons	
  

New coloured particles are produced through 
the interaction with quarks and gluons 	
  

E.g., in SUSY dominant production will be in 	
  

gg gq qq ~ ~ ~ ~ ~ ~ 

These subsequently decay in lighter particles 
and eventually in the LSP	
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[DC: This is another possibility - better? - check Vergados]

(
dσWN

dER

)

SD

=
16G2

FmN

πv2
(J + 1)

J
(ap〈Sp〉+ an〈Sn〉)2

S(ER)

S(0)
, (2.8)

(using d|#q|2 = 2mNdER). The form factor is commonly expressed as a decomposition

into isoscalar, a0 = ap + an, and isovector, a1 = ap − an, couplings

S(q) = a20S00(q) + a0a1S01(q) + a21S11(q) , (2.9)

where the parameters Sij are determined experimentally. [DC: Here goes a brief

comment on the uncertainties or the problems to determine these for some

materials]

For the spin-independent interaction, the nuclear form factor for coherent interac-

tions F 2(q) is a Fourier transform of the nucleon distribution function,

FA(q) =

∫
e−iqxρA(x)d

3x (2.10)

where the label A stands for different nuclei. In this case ρA(x) is normalized such that

FA(0) = 1. We use the Fermi distribution,

ρA(x) =
cnorm

1 + exp[(r −RA)/a]
(2.11)

properly normalized with the previous condition, which gives the Woods-Saxon form

factor. For all nuclei we use

RA = (1.23A1/3 − 0.6) fm (2.12)

for a surface thickness, a = 0.52 fm. [MP: Should we say here that corrections

to this Fermi distribution function, in the inner part, are not important in

the energy range we are working with?]

[DC: Comment on the hadronic uncertainties - Please JHH, MP and

MF take a look at this comment and let me know if you agree] Notice that

uncertainties in the hadronic matrix elements are crucial if we were to determine the

fundamental WIMP-quark couplings in the effective Lagrangian of Eq. (2.4) (since they

can lead to a shift of about an order of magnitude in the predicted σSI
0 [5]). However,

our analysis just aims at determining the ”phenomenological” WIMP parameters and

is therefore not affected by these uncertainties. [JHH: I agree with this paragraph,

and I added Ref. by Ellis about hadronic uncertainty.]

4

David	
  G.	
  Cerdeño	
  

Spin-dependent WIMP-nucleus interaction 

21-­‐11-­‐11	
  U.	
  Mnnesota	
  

Form factor	
  

[DC: This is another possibility - better? - check Vergados]

(
dσWN

dER

)

SD

=
16G2

FmN

πv2
(J + 1)

J
(ap〈Sp〉+ an〈Sn〉)2

S(ER)

S(0)
, (2.8)

(using d|#q|2 = 2mNdER). The form factor is commonly expressed as a decomposition

into isoscalar, a0 = ap + an, and isovector, a1 = ap − an, couplings

S(q) = a20S00(q) + a0a1S01(q) + a21S11(q) , (2.9)

where the parameters Sij are determined experimentally. [DC: Here goes a brief

comment on the uncertainties or the problems to determine these for some

materials]

For the spin-independent interaction, the nuclear form factor for coherent interac-

tions F 2(q) is a Fourier transform of the nucleon distribution function,

FA(q) =

∫
e−iqxρA(x)d

3x (2.10)

where the label A stands for different nuclei. In this case ρA(x) is normalized such that

FA(0) = 1. We use the Fermi distribution,

ρA(x) =
cnorm

1 + exp[(r −RA)/a]
(2.11)

properly normalized with the previous condition, which gives the Woods-Saxon form

factor. For all nuclei we use

RA = (1.23A1/3 − 0.6) fm (2.12)

for a surface thickness, a = 0.52 fm. [MP: Should we say here that corrections

to this Fermi distribution function, in the inner part, are not important in

the energy range we are working with?]

[DC: Comment on the hadronic uncertainties - Please JHH, MP and

MF take a look at this comment and let me know if you agree] Notice that

uncertainties in the hadronic matrix elements are crucial if we were to determine the

fundamental WIMP-quark couplings in the effective Lagrangian of Eq. (2.4) (since they

can lead to a shift of about an order of magnitude in the predicted σSI
0 [5]). However,

our analysis just aims at determining the ”phenomenological” WIMP parameters and

is therefore not affected by these uncertainties. [JHH: I agree with this paragraph,

and I added Ref. by Ellis about hadronic uncertainty.]

4

[DC: This is another possibility - better? - check Vergados]

(
dσWN

dER

)

SD

=
16G2

FmN

πv2
(J + 1)

J
(ap〈Sp〉+ an〈Sn〉)2

S(ER)

S(0)
, (2.8)

(using d|#q|2 = 2mNdER). The form factor is commonly expressed as a decomposition

into isoscalar, a0 = ap + an, and isovector, a1 = ap − an, couplings

S(q) = a20S00(q) + a0a1S01(q) + a21S11(q) , (2.9)

where the parameters Sij are determined experimentally. [DC: Here goes a brief

comment on the uncertainties or the problems to determine these for some

materials]

For the spin-independent interaction, the nuclear form factor for coherent interac-

tions F 2(q) is a Fourier transform of the nucleon distribution function,

FA(q) =

∫
e−iqxρA(x)d

3x (2.10)

where the label A stands for different nuclei. In this case ρA(x) is normalized such that

FA(0) = 1. We use the Fermi distribution,

ρA(x) =
cnorm

1 + exp[(r −RA)/a]
(2.11)

properly normalized with the previous condition, which gives the Woods-Saxon form

factor. For all nuclei we use

RA = (1.23A1/3 − 0.6) fm (2.12)

for a surface thickness, a = 0.52 fm. [MP: Should we say here that corrections

to this Fermi distribution function, in the inner part, are not important in

the energy range we are working with?]

[DC: Comment on the hadronic uncertainties - Please JHH, MP and

MF take a look at this comment and let me know if you agree] Notice that

uncertainties in the hadronic matrix elements are crucial if we were to determine the

fundamental WIMP-quark couplings in the effective Lagrangian of Eq. (2.4) (since they

can lead to a shift of about an order of magnitude in the predicted σSI
0 [5]). However,

our analysis just aims at determining the ”phenomenological” WIMP parameters and

is therefore not affected by these uncertainties. [JHH: I agree with this paragraph,

and I added Ref. by Ellis about hadronic uncertainty.]

4

[DC: This is another possibility - better? - check Vergados]

(
dσWN

dER

)

SD

=
16G2

FmN

πv2
(J + 1)

J
(ap〈Sp〉+ an〈Sn〉)2

S(ER)

S(0)
, (2.8)

(using d|#q|2 = 2mNdER). The form factor is commonly expressed as a decomposition

into isoscalar, a0 = ap + an, and isovector, a1 = ap − an, couplings

S(q) = a20S00(q) + a0a1S01(q) + a21S11(q) , (2.9)

where the parameters Sij are determined experimentally. [DC: Here goes a brief

comment on the uncertainties or the problems to determine these for some

materials]

For the spin-independent interaction, the nuclear form factor for coherent interac-

tions F 2(q) is a Fourier transform of the nucleon distribution function,

FA(q) =

∫
e−iqxρA(x)d

3x (2.10)

where the label A stands for different nuclei. In this case ρA(x) is normalized such that

FA(0) = 1. We use the Fermi distribution,

ρA(x) =
cnorm

1 + exp[(r −RA)/a]
(2.11)

properly normalized with the previous condition, which gives the Woods-Saxon form

factor. For all nuclei we use

RA = (1.23A1/3 − 0.6) fm (2.12)

for a surface thickness, a = 0.52 fm. [MP: Should we say here that corrections

to this Fermi distribution function, in the inner part, are not important in

the energy range we are working with?]

[DC: Comment on the hadronic uncertainties - Please JHH, MP and

MF take a look at this comment and let me know if you agree] Notice that

uncertainties in the hadronic matrix elements are crucial if we were to determine the

fundamental WIMP-quark couplings in the effective Lagrangian of Eq. (2.4) (since they

can lead to a shift of about an order of magnitude in the predicted σSI
0 [5]). However,

our analysis just aims at determining the ”phenomenological” WIMP parameters and

is therefore not affected by these uncertainties. [JHH: I agree with this paragraph,

and I added Ref. by Ellis about hadronic uncertainty.]

4

Parametrization of the form factor 

loss which leads to a suppression in the event rate for heavy WIMPs or nucleons. In general,
we can express the differential cross section as

dσWN

dER
=

mN

2µ2
Nv2

(

σSI
0 F 2

SI(ER) + σSD
0 F 2

SD(ER)
)

, (5)

where σSI, SD
0 are the spin-independent and -dependent cross sections at zero momentum

transfer.
The origin of the different contributions is best understood at the microscopic level, by

analysing the Lagrangian which describes the WIMP interactions with quarks. The contribu-
tions to the spin-independent cross section arise from scalar and vector couplings to quarks,
whereas the spin-dependent part of the cross section originates from axial-vector couplings.
These contributions are characteristic of the particular WIMP candidate (see, e.g., [2]) and
can be potentially useful for their discrimination in direct detection experiments.

2.1 Spin-dependent contribution

The contributions to the spin-dependent (SD) part of the WIMP-nucleus scattering cross
section arise from couplings of the WIMP field to the quark axial current, q̄γµγ5q. For
example, if the WIMP is a (Dirac or Majorana) fermion, such as the lightest neutralino in
supersymmetric models, the Lagrangian can contain the term

L ⊃ αA
q (χ̄γ

µγ5χ)(q̄γµγ5q) . (6)

If the WIMP is a spin 1 field, such as in the case of LKP and LTP, the interaction term is
slightly different,

L ⊃ αA
q ε

µνρσ(Bρ

↔

∂µ Bν)(q̄γ
σγ5q) . (7)

In both cases, the nucleus, N , matrix element reads

〈N |q̄γµγ5q|N〉 = 2λN
q 〈N |JN |N〉 , (8)

where the coefficients λN
q relate the quark spin matrix elements to the angular momentum of

the nucleons. They can be parametrized as

λN
q $

∆(p)
q 〈Sp〉+∆(n)

q 〈Sn〉
J

, (9)

where J is the total angular momentum of the nucleus, the quantities ∆qn are related to

the matrix element of the axial-vector current in a nucleon, 〈n|q̄γµγ5q|n〉 = 2s(n)µ ∆(n)
q , and

〈Sp,n〉 = 〈N |Sp,n|N〉 is the expectation value of the spin content of the proton or neutron
group in the nucleus1. Adding the contributions from the different quarks, it is customary to
define

ap =
∑

q=u,d,s

αA
q√

2GF
∆p

q ; an =
∑

q=u,d,s

αA
q√

2GF
∆n

q , (10)

1These quantities can be determined from simple nuclear models. For example, the single-particle shell
model assumes the nuclear spin is solely due to the spin of the single unpaired proton or neutron, and therefore
vanishes for even nuclei. More accurate results can be obtained by using detailed nuclear calculations.
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section arise from couplings of the WIMP field to the quark axial current, q̄γµγ5q. For
example, if the WIMP is a (Dirac or Majorana) fermion, such as the lightest neutralino in
supersymmetric models, the Lagrangian can contain the term

L ⊃ αA
q (χ̄γ

µγ5χ)(q̄γµγ5q) . (6)

If the WIMP is a spin 1 field, such as in the case of LKP and LTP, the interaction term is
slightly different,

L ⊃ αA
q ε

µνρσ(Bρ

↔

∂µ Bν)(q̄γ
σγ5q) . (7)

In both cases, the nucleus, N , matrix element reads

〈N |q̄γµγ5q|N〉 = 2λN
q 〈N |JN |N〉 , (8)

where the coefficients λN
q relate the quark spin matrix elements to the angular momentum of

the nucleons. They can be parametrized as

λN
q $

∆(p)
q 〈Sp〉+∆(n)

q 〈Sn〉
J

, (9)

where J is the total angular momentum of the nucleus, the quantities ∆qn are related to

the matrix element of the axial-vector current in a nucleon, 〈n|q̄γµγ5q|n〉 = 2s(n)µ ∆(n)
q , and

〈Sp,n〉 = 〈N |Sp,n|N〉 is the expectation value of the spin content of the proton or neutron
group in the nucleus1. Adding the contributions from the different quarks, it is customary to
define

ap =
∑

q=u,d,s

αA
q√

2GF
∆p

q ; an =
∑

q=u,d,s

αA
q√

2GF
∆n

q , (10)

1These quantities can be determined from simple nuclear models. For example, the single-particle shell
model assumes the nuclear spin is solely due to the spin of the single unpaired proton or neutron, and therefore
vanishes for even nuclei. More accurate results can be obtained by using detailed nuclear calculations.
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Astrophysical uncertainties in direct DM searches 

Uncertainty in the local density 
parameter lead to an 
indetermination of the total 
scattering cross section 	
  

Variations in the velocity 
distribution factor affect the 
potential reach for low mass 
WIMPs and the reconstruction of 
WIMP mass 

Both effects are correlated 

1 Introduction

2 Direct dark matter detection

Let us start by briefly reviewing some basic expressions describing the WIMP rate in

direct dark matter detection [1] (for a recent review see Ref. [2]).

The differential event rate for the elastic scattering of a WIMP with mass mχ off a

nucleus with mass mN is given by

dR

dER
=

ρ0
mN mχ

∫ ∞

vmin

vf(v)
dσWN

dER
(v, ER) dv , (2.1)

where ρ0 is the local WIMP density and f(v) is the WIMP speed distribution in the

detector frame normalized to unity. The integration over WIMP speeds is performed

from the minimum WIMP speed which can induce a recoil of energy ER: vmin =√
(mNER)/(2µ2

N) and a escape velocity vesc, the maximum speed in the Galactic rest

frame for WIMPs which are gravitationally bound to the Milky Way. The total event

rate is then calculated by integrating the differential event rate over all the possible

recoil energies,

R =

∫ ∞

ET

dER
ρ0

mN mχ

∫ ∞

vmin

vf(v)
dσWN

dER
(v, ER) dv . (2.2)

Here ET is the threshold energy, the smallest recoil energy which the detector is capable

of measuring, and is a crucial parameter of the experimental setup.

In general, the WIMP-nucleus cross section can be separated into a spin-independent

(scalar) and a spin-dependent contribution, and the total WIMP-nucleus cross section

is calculated by adding coherently the above spin and scalar components, using nuclear

wave functions. The differential cross section thus reads

dσWN

dER
=

mN

2µ2
Nv

2

(
σSI
0 F 2

SI(ER) + σSD
0 F 2

SD(ER)
)
, (2.3)

where σSI, SD
0 are the spin-independent and -dependent cross sections at zero momen-

tum transfer, and the form factors FSI, SD(ER) account for the coherence loss which

leads to a suppression in the event rate for heavy WIMPs or nucleons in the spin-

independent and -dependent contributions.

[DC: Not sure we should start with this since we do not determine the ex-

pressions of the effective Lagrangian and this is actually only for Fermions.
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Parameterizing astrophysical uncertainties 

Generalization of the SHM for the velocity 
distribution function	
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Parameter Prior range Prior constraint
log10 (mχ/GeV) (0.1, 3.0) Uniform prior
log10 (σ

p
SI/pb) (−10,−6) Uniform prior

ρ0/(GeV/cm3) (0.001, 0.9) Gaussian: 0.4± 0.1
v0/(km/s) (80, 380) Gaussian: 230± 30
vesc/(km/s) (379, 709) Gaussian: 544± 33
k (0.5, 3.5) Uniform prior

TABLE II: Parameters used in our analysis, with their prior range (middle column) and the prior constraint adopted (rightmost
column). See Section IV and V for further details.

Carlo Markov Chain (MCMC) techniques would be suf-

ficient to explore it. However, MultiNest also computes

the Bayesian evidence (which MCMC methods do not re-

turn), as it is an implementation of the nested sampling

algorithm [52]. In this work, we run MultiNest with 2000

live points, an efficiency parameter of 1.0 and a tolerance

of 0.8 (see [49, 50] for details).

V. VELOCITY DISTRIBUTION AND

GALACTIC MODEL PARAMETERS

We now move onto discussing our modeling of the ve-

locity distribution function and the Galactic model pa-

rameters that are input for Eq. (3). We model only

the smooth component of the velocity distribution –

recent results from numerical simulations indicate that

the velocity distribution component arising from lo-

calised streams and substructures is likely sub-dominant

in the calculation of direct dark matter detection sig-

nals [53, 54].

We model the velocity distribution function as spheri-

cal and isotropic, and parameterise it as [55],

f(w) =

�
1
Nf

�
exp

�
v2
esc−w2

kv2
0

�
− 1

�k
if w ≤ vesc

0 if w > vesc
. (12)

This velocity distribution function was found to be flex-

ible enough to describe the range of dark matter halo

profiles found in cosmological simulations [55]. Boosting

into the rest frame of the Earth implies the transforma-

tion w2
= v2+v2e+2vvecosθ, where θ is the angle between

�v and �ve ∼ �vlsr. The shape parameter that determines

the power law tail of the velocity distribution is k, the
escape velocity is vesc, while v0 is a fit parameter that we

discuss in detail below, and Nf is the appropriate nor-

malisation constant. The special case k = 1 represents

the standard halo model with a truncated Maxwellian

distribution, and the corresponding expressions for Nf

and F have been derived analytically in the literature –

see for instance [18]. Note as well that, for any value

of k, this distribution matches a Maxwellian distribution

for sufficiently small velocities w and if vesc > v0.
The high-velocity tail of the distributions found in nu-

merical simulations of pure dark matter galactic halos are

well modelled by 1.5 < k < 3.5 [55]. In our analysis we

will expand this range to also include models that behave

similar to pure Maxwellian distributions near the tail of

the distribution, so that in our analysis we vary k in the

range

k = 0.5− 3.5 (flat) . (13)

We adopt an uniform (i.e., flat) prior within the above

range for k.
The range we take for the vesc is motivated by the re-

sults of Ref. [56], where a sample of high-velocity stars is

used to derive a median likelihood local escape velocity

of v̄esc = 544 km/s and a 90% confidence level interval

498 km/s < vesc < 608 km/s. Assuming Gaussian errors

this translates into a 1σ uncertainty of 33 km/s. It is im-

portant to note that this constraint on the escape velocity

is derived assuming a range in the power law tail for the

distribution of stars in the local neighbourhood, which

is then related to the power law tail in the dark matter

distribution [56]. Motivated by obtaining conservative

limits on the reconstructed mass and cross-section of the

dark matter, in our modelling we will not include such

correlations between the escape velocity and the power

law index k, so that in the end we take a Gaussian prior

on vesc with mean and standard deviation given by

vesc = 544± 33 km/s (1σ) . (14)

Having specified ranges for vesc and k, it remains to

consider a range for v0 in Eq. (12). As defined in that

equation, the quantity v0 does not directly correspond

to the local circular velocity, vlsr, but rather is primarily

set by vlsr and the dark matter profile. Following a pro-

cedure similar to that discussed in Ref. [55], we find the

range of values v0 compatible with a given a dark matter

halo profile, ρ0 and a range for vlsr. For the above range

in vlsr and the values ρ0 in Eq. (16) below, we find that

the parameter v0 can take values in the range 200− 300

km/s for pure Navarro-Frenk-White (NFW) dark matter

halos with outer density slopes ρ ∝ r−3
. Larger values of

v0 are allowed for steeper outer density slopes, though the

range is found to not expand significantly if we restrict

ourselves to models with outer slopes similar to the NFW

case. With these caveats in mind regarding the mapping

between v0 and vlsr for steeper outer slopes, for simplic-

ity and transparency in our analysis, we will consider a

similar range for v0 as for the local circular velocity, so

we take v0 = vlsr (that holds in the case of the standard

halo model).

6

 [GeV]!m

1.2 1.4 1.6 1.8 2 2.2 2.4 2.6 2.8 3

 [
p

b
]

p S
I

"

-9.4

-9.2

-9

-8.8

-8.6

-8.4

-8.2

210 310

-910

50

Xe
Ge
Ar
DM benchmarks

=230 km/s, k=10=544 km/s, vesc, v3=0.4 GeV/cm
0
#

 [GeV]!m

1.2 1.4 1.6 1.8 2 2.2 2.4 2.6 2.8 3

 [
p

b
]

p S
I

"

-9.4

-9.2

-9

-8.8

-8.6

-8.4

-8.2

210 310

-910

50

Xe
Xe+Ge
Xe+Ge+Ar
DM benchmarks

=230 km/s, k=10=544 km/s, vesc, v3=0.4 GeV/cm
0
#

FIG. 1: The joint 68% and 95% posterior probability contours in the mχ − σp
SI plane for the three DM benchmarks

(mχ = 25, 50, 250 GeV) with fixed Galactic model, i.e. fixed astrophysical parameters. In the left frame we show the re-
construction capabilities of Xe, Ge and Ar configurations separately, whereas in the right frame the combined data sets Xe+Ge
and Xe+Ge+Ar are shown.

For the local circular velocity and its uncertainty, a va-

riety of measurements presents a broad range of central

values and uncertainties [57]. To again remain conserva-

tive we use an interval bracketing recent determinations:

v0 = vlsr = 230± 30 km/s (1σ) , (15)

where we take a Gaussian prior with the above mean and

standard deviation. To account for the variation of the

local density of dark matter in our modeling, we will take

a mean value and error given by [58, 59]

ρ0 = 0.4± 0.1 GeV/cm
3

(1σ) , (16)

There are several other recent results that determine ρ0,
both consistent [60] and somewhat discrepant [61] with

our adopted value. Even in light of these uncertainties,

we take Eq. (16) to represent a conservative range for the

purposes of our study.

For completeness Table II summarises the information

on the parameters used in our analysis.

VI. RESULTS

A. Complementarity of targets

We start by assuming the three dark matter bench-

mark models described in Section II (mχ = 25, 50, 250
GeV with σp

SI = 10
−9

pb) and fix the Galactic model

parameters to their fiducial values, ρ0 = 0.4 GeV/cm3
,

v0 = 230 km/s, vesc = 544 km/s, k = 1. With the exper-

imental capabilities outlined in Section III, we generate

mock data that in turn are used to reconstruct the poste-

rior for the DM parameters mχ and σp
SI . The left frame

of Fig. 1 presents the results for the three benchmarks

and for Xe, Ge and Ar separately. Contours in the figure

delimit regions of joint 68% and 95% posterior probabil-

ity. Several comments are in order here. First, it is ev-

ident that the Ar configuration is less constraining than

Xe or Ge ones, which can be traced back to its smaller A
and larger Ethr. Moreover, it is also apparent that, while

Ge is the most effective target for the benchmarks with

mχ = 25, 250 GeV, Xe appears the best for a WIMP with

mχ = 50 GeV (see below for a detailed discussion). Let

us stress as well that the 250 GeV WIMP proves very

difficult to constrain in terms of mass and cross-section

due to the high-mass degeneracy explained in Section II.

Taking into account the differences in adopted values and

procedures, our results are in qualitative agreement with

Ref. [27], where a study on the supersymmetrical frame-

work was performed. However, it is worth noticing that

the contours in Ref. [27] do not extend to high masses

as ours for the 250 GeV benchmark – this is likely be-

cause the volume at high masses in a supersymmetrical

parameter space is small.

In the right frame of Fig. 1 we show the reconstruction

capabilities attained if one combines Xe and Ge data,

or Xe, Ge and Ar together, again for when the Galac-
tic model parameters are kept fixed. In this case, for

mχ = 25, 50 GeV, the configuration Xe+Ar+Ge allows

the extraction of the correct mass to better than O(10)

GeV accuracy. For reference, the (marginalised) mass

accuracy for different mock data sets is listed in Table

III. For mχ = 250 GeV, it is only possible to obtain a

lower limit on mχ.

Pato, Baudis et al. ‘11 

fk(v) ∝ (vesc − v)k. In the limit of vanishing k, Fk(v) can be reduced to SHM. 3

Comparing with numerical simulations, [34]: k = [0.5, 3.5]. Furthermore vesc and

v! are vesc =[478, 610] km s−1 km/s and v! = [170, 290] km s−1 at the 1σ level. In

addition, the local density of WIMPs is in the range ρ! = [0.2, 0.6] GeV cm−3 [DC:

references?]

Nuisance parameter Range Prior distribution

ρWIMP,! [0.2, 0.6] GeV cm−3 normal

vesc [478, 610] km s−1 normal

v! [170, 290] km s−1 normal

k [0.5, 3.5] flat

For the efficiency in the numerical evaluation, we have explicitly calculated fk(v) in

terms of the incomplete beta function, B(a, b; x) which is tabulated well in the most of

the compilers for the argument a, b > 0 and 0 < x < 1. The result is in the appendix.

2.1 Determination of WIMP properties

If a positive signal is obtained in a direct detection experiment, the observed number

of events and (if the experiment provides it) the corresponding recoil energies can

be used to reconstruct the properties of the DM particle. For the present paper we

follow a phenomenological approach where, instead of assuming a particular particle

physics model (e.g. Supersymmetry or Universal Extra-Dimensions), we characterize

the WIMP simply by its massmχ, spin-dependent and spin-dependent interaction cross

sections: σSI , σSD
p and σSD

n
4.

The amplitude of the event rate directly depends on the total cross section with

the nucleons, so that, assuming a particular halo model, the total number of recoil

events can be used to reconstruct this observable. Normally the additional assumption

of σSD
p = σSD

n = 0 is made, since the spin-dependent cross section usually dominates

(for heavy enough targets), and the technique mentioned above is used to reconstruct

directly the value of σSI . We will, however, avoid this assumption and consider the

more general case where this contribution is non-vanishing.

3In some works, k → 1 which results in smooth truncation of Maxwell-Boltzmann distribution in

fact is described as a SHM limit. The disagreement may come from the different definition of SHM

for which we adopted an abruptly truncated Maxwell-Boltzmann distribution as described in the text.
4Note that in the following we will not distinguish between spin-independent coupling to protons

and neutrons and will only consider the total spin-independent cross section.
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FIG. 2: The joint 68% and 95% posterior probability contours in the mχ − σp
SI plane for the case in which astrophysical

uncertainties are taken into account. In the left frame, the effect of marginalising over ρ0, v0 and all four (ρ0, v0, vesc, k)
astrophysical parameters is displayed for a Xe detector and the 50 GeV benchmark WIMP. In the right frame, the combined
data sets Xe+Ge and Xe+Ge+Ar are used for the three DM benchmarks (mχ = 25, 50, 250 GeV).

Percent 1σ accuracy
mχ = 25 GeV mχ = 50 GeV

Xe 6.5% (14.3%) 8.1% (20.4%)
Ge 5.5% (16.0%) 7.0% (29.6%)
Ar 12.3% (23.4%) 14.7% (86.5%)

Xe+Ge 3.9% (10.9%) 5.2% (15.2%)
Xe+Ge+Ar 3.6% (9.0%) 4.5% (10.7%)

TABLE III: Marginalised percent 1σ accuracy of the DM mass reconstruction for the benchmarks mχ = 25, 50 GeV. Figures
between brackets refer to scans where the astrophysical parameters were marginalised over (with priors as in Table II), while
the other figures refer to scans with the fiducial astrophysical setup.

Fig. 2 shows the results of a more realistic analysis,
that keeps into account the large uncertainties associated
with Galactic model parameters, as discussed in Section
V. The left frame of Fig. 2 shows the effect of varying
only ρ0 (dashed lines, blue surfaces), only v0 (solid lines,
red surfaces) and all Galactic model parameters (dotted
lines, yellow surfaces) for Xe and mχ = 50 GeV. The
Galactic model uncertainties are dominated by ρ0 and
v0, and, once marginalised over, they blow up the con-
straints obtained with fixed Galactic model parameters.
This amounts to a very significant degradation of mass
(cf. Table III) and scattering cross-section reconstruction.
Inevitably, the complementarity between different targets
is affected – see the right frame of Fig. 2. Still, for the
50 GeV benchmark, combining Xe, Ge and Ar data im-
proves the mass reconstruction accuracy with respect to
the Xe only case, essentially by constraining the high-
mass tail.

In order to be more quantitative in assessing the use-
fulness of different targets and their complementarity, we
use as figure of merit the inverse area enclosed by the
95% marginalised contour in the log10(mχ)− log10(σ

p
SI)

plane inside the prior range. Notice that for the 250

GeV benchmark the degeneracy between mass and cross-
section is not broken – this does not lead to a van-
ishing figure of merit (i.e. infinite area under the con-
tour) because we are restricting ourselves to the prior
range. Fig. 3 displays this figure of merit for several
cases, where we have normalised to the Ar target at
mχ = 250 GeV with fixed Galactic model. Analyses
with fixed Galactic model parameters are represented by
empty bars, while the cases where all Galactic model pa-
rameters are marginalised over with priors as in Table II
are represented by filled bars. Firstly, one can see that all
three targets perform better for WIMP masses around 50
GeV than 25 or 250 GeV if the Galactic model is fixed.
When astrophysical uncertainties are marginalised over,
the constraining power of the experiments becomes very
similar for benchmark WIMP masses of 25 and 50 GeV.
Secondly, Fig. 3 also confirms what was already appar-
ent from Fig. 1: Ge is the best target for mχ = 25, 250
GeV (although by a narrow margin), whereas Xe appears
the most effective for a 50 GeV WIMP (again, by a nar-
row margin). Furthermore, the inclusion of uncertainties
drastically reduces the amount of information one can
extract from the data: the filled bars are systematically

Based on Binney, Tremaine ‘08 
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Mono-jet and Mono-γ (plus MET) searches constrain the region of light WIMPs 

Dark matter production with initial state 
radiation 	
  

Mono-jet and mono-photon signatures of dark matter
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Bounds depend on the DM effective 
operators to fermions	
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Figure 3: Left panel: the constraints on the spin-dependent DM-proton scattering cross section for the
up, down and strange (bottom to top solid lines) axial-vector operators. Relevant experimental bounds
are also shown. Right panel: the same as the left panel but for the constraints on the spin-indepedent
DM-neutron scattering cross section.

between the two at high energies. Of the operators under consideration, spin dependent scattering is

caused by the axial vector operator O3. For a complete list of all operators, see [24].

Again, in order to compute the DM scattering cross section off a nucleon, N = p, n, we will need

〈N |O3|N〉, leading to

ONq
3 = ∆N

q

(

N̄γµγ5N
)

(χ̄γµγ5χ)

Λ2
,

with [21]

∆p
u = ∆n

d = 0.842 ± 0.012 ,

∆p
d = ∆n

u = −0.427 ± 0.013 ,

∆p
s = ∆n

s = −0.085 ± 0.018 . (8)

The total cross section is then

σNq
3 =

3µ2

π Λ4
(∆N

q )2 . (9)

The Tevatron limits on spin dependent dark matter scattering for the various operators are shown in

Figure 3 along with limits from XENON10 [4], COUPP [25], PICASSO [26] and ZEPLIN III [27]. For

the DM-proton spin-dependent scattering cross section (left panel) we have found that the Tevatron

limits are stronger than any other direct detection experiments for all three operators. For the DM-

neutron scattering in the right panel, the Tevatron limit is still the best for the up-type quark operator.

Limits for a flavor universal operator are close to those of the pure up operator.
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Figure 2: Left panel: the constraints on the spin-indepedent DM-proton scattering cross section.
Relevant experimental bounds are shown as labeled. Right panel: the same as the left panel but for
the constraints on the spin-indepedent DM-neutron scattering cross section.

For the vector operator, O2, f
p
u = fn

d = 2 and fp
d = fn

u = 1 and for all other quarks f = 0. Note

this means that if the DM couples through vector couplings to second and third generation quarks

only then it can never be discovered in direct detection experiments, but can be found using colliders.

At low DM speed the leading contributions to the scattering cross section in each case are

σNq
1 =

µ2

πΛ4
B2

Nq , (6)

σNq
2 =

µ2

πΛ4
f2
Nq , (7)

where µ is the reduced mass of the dark matter-nucleon system. The Tevatron limits on spin inde-

pendent dark matter scattering for the various operators is shown in Figure 2. The recent results

from CoGeNT [7], CDMS [3] and DAMA [6] with and without channeling are also shown in Figure 2.

Note that the limits are slightly different for protons and neutrons simply because they are derived

from proton rather than neutron collisions. The up-type and vector coupling operator are the most

constrained operators. For dark matter with a mass below around 5 GeV, the mono-jet searches at

CDF provide the world-best spin-independent bound.

3.2 Spin dependent

Models in which dark matter scattering is spin dependent are even more constrained by collider

experiments. This is because SD scattering is suppressed relative to SI at low momentum transfer,

because the scattering is not coherent over the whole nucleus, while there is no relative suppresion

7
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Fig. 2.— The surface density as a function of height using the invalid assumption that
∂V̄ /∂R = 0 (lower black curve) and the more realistic assumption that ∂Vc/∂R = 0 in the
mid-plane (upper black curve). The latter assumption is shown to give a robust lower limit

to the surface density in § 3. The dashed curve shows the effect of reducing the radial scale
length of the tracer from MB12’s value hR = 3.8 kpc to the more likely value of 2 kpc. Also

shown as the gray band is the range of surface densities that results from applying the lower
and upper curves in Figure 1 to correct the approximation that Vc is independent of height;

a similar gray band would apply to the dashed curve. 68% uncertainty intervals on the
observed surface density are shown at a few representative points. The curves representing
estimates of the visible matter (‘VIS’) and the predictions of various dark-matter halo models

(‘OM’,‘SHM’,‘N97’, and ‘MIN’), defined in § 4, are the same as in Figure 1 of MB12.

Observations of the Milky way are also consistent with the existence of DM at our 
position in the Galaxy 

where Mbulge ¼ 1:5 ; 1010 M", c0 ¼ 0:6 kpc, Mdisk ¼ 5 ;
1010 M" , and b ¼ 4 kpc (similar to Smith et al. 2007). The ra-
dial potential for a spherical NFWdensity profile can be expressed
as

!NFW(r) ¼ # 4!G"sr3vir
c3r

ln 1þ cr

rvir

! "
; ð13Þ

where c is a concentration parameter, defined as the ratio of the
virial radius to the scale radius. For standard"CDM cosmogonies
we do not attempt to constrain halo flattening. The parameter "s is
a characteristic density given by

"s ¼
"cr#m#th

3

c3

ln (1þ c)# c=(1þ c)
; ð14Þ

where "cr ¼ 3H2/8!G is the critical density of the universe, #m

is the contribution of matter to the critical density, and #th is the

critical overdensity at virialization. The virial mass can then be
determined from the virial radius using

Mvir ¼
4!

3
"cr#m#thr

3
vir: ð15Þ

For our analysis we adopt #m ¼ 0:3, #th ¼ 340, and H0 ¼
65 km s#1 Mpc#1. Given recent discussions (and doubts raised)
regarding whether the baryons modify the dark matter profile, as
expected from ‘‘adiabatic contraction’’ (Dutton et al. 2007), we
consider both an unaltered and an adiabatically contracted NFW
profile in the fit of !tot.

By fitting the observed Vcir(r) with (rd!/dr)1/2 from !tot(r),
shown as equation (10), we can constrain the halo mass of the
MilkyWay. In this fit, we simply adopt an unaltered NFWprofile
and a present-day relation between the mean value of c andMvir,

log10c ¼ 1:075# 0:12( log10Mvir # 12): ð16Þ

This relation is accurate over the range 11 ' logMvir ' 13 and
is based on the model of Macciò et al. (2007) with #m ¼ 0:3,
#" ¼ 0:7, $8 ¼ 0:9, and ni ¼ 1:0. Therefore, theMvir is derived

Fig. 17.—Same as Fig. 16, but here the circular velocity curves were derived
under the assumption of a contracted NFW profile. The solid line indicates the
best-fit circular velocity curve to the Vcir(r) estimates, while the large symbols
represent the Vcir(r) estimates. The contributions of the adoptedmodel components
(i.e., disk, bulge, and halo) and the circular velocity curves based on the Jeans
equation are plotted in different line styles. Estimates of virial mass,Mvir, virial ra-
dius, rvir , and concentration parameter, c, are labeled on the plots.

Fig. 16.—Circular curve estimates matched by a combination of a stellar
bulge and disk and an unaltered NFW dark matter profile. The solid line
indicates the best-fit circular velocity curve to the Vcir(r) estimates, while the
large symbols represent the Vcir(r) estimates. The contributions of the adopted
model components (i.e., disk, bulge, and halo) and the circular velocity curves
based on the Jeans equation are plotted in different line styles. Estimates of virial
mass, Mvir , virial radius, rvir , and concentration parameter, c, are labeled on the
plots.
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FIG. 2: Regions of 1, 2, and 3 σ significance (filled contours) for θγZ/γγ = arctanNγZ/Nγγ as a function of

mass for the case Nann = 0. The solid lines are contours of Nγγ +NγZ . The best fit point, marked with a

white cross at mχ = 130 GeV and θγZ/γγ = 0, is given in Eq. (7). This figure was made using the masked

data. The analogous plot for the unmasked case is qualitatively the same.

the energy range from 5–200 GeV. The spectrum is well-characterized by a single falling power-law

and a peak at 130 GeV comprised of ∼30 photons.

Figure 2 shows the 1, 2, and 3 σ contours for points in the θγZ/γγ − mχ plane. The best fit

point is marked by the white “X.” There is a clear symmetry in the significance contours, with

regions about 130 and 145 GeV each within 1σ of the best fit model. For the case of a 145 GeV

dark matter, all the photons in the 130 GeV line are due to dark matter annihilation to γZ0
.

Both [13] and [23] note that the presence of two lines at ∼ 130 and 115 GeV is a slightly better

fit to the data; we reproduce the results in [23] when redoing our analysis with the data from [10].

However, for the region of interest analyzed in this work, the data prefer a single line corresponding

to a DM mass of either 130 or 145 GeV, although two lines are consistent within 1 σ.

III. CONTINUUM CONSTRAINT

Now that we have demonstrated the presence of a line (or pair of lines) in the Fermi data

at the Galactic Center, we explore correlated photon signals that are important for a wide class

of models. If the dark matter annihilates to Standard Model particles beyond γγ and/or γZ0
,

additional photons are produced in the decay of these states. The Fermi data has been used

to place constraints on the resulting inclusive photon spectrum using a variety of methods [4–

9, 24, 25]. Currently, the strongest of these bounds comes from a search for γ rays originating from

10 dwarf galaxies in the Milky Way over a 24 month period [6]. For annihilations to W bosons

and mχ � 130 GeV the 95% confidence bound is

σWW v � 10
−25

cm
3/s (Fermi dwarf Galaxy constraint). (8)

The constraint from stacked dwarfs rules out large regions of parameter space for models that can

potentially explain the 130 GeV γ line. In the MSSM, for example, assuming the neutralino makes

up all the dark matter, this constraint rules out all models with
1
2σγZv+σγγv � O

�
10

−28
cm

3/s
�
,

except for wino-bino mixed neutralinos.

4

the Earth limb is in the field of view. We use the class of events designated ULTRACLEAN, which
have a lower effective area but also a lower background than the SOURCE class.

Following [13], we restrict our analysis to the inner 3◦ radius region around the Galactic Center
and neglect possible enhancements from an offset along the plane [13]. Unless explicitly stated,
all results use data where the area within 1 degree of the Galactic Center is masked to reduce
background contributions. We restrict to the energy range 5–200 GeV to minimize uncertainties due
to the point spread function (PSF). The Fermi LAT is designed to measure photons from around
20 MeV to many hundred GeV. The PSF, which encodes the uncertainty in the reconstructed
position in the sky, starts to grow rapidly below a GeV. Specifically, the 68% containment radius
of the PSF is about 0.9◦ at 1 GeV and decreases with energy, approaching ∼ 0.2◦ at high energies.

Appendix A provides the counts per bin for the relevant region of the sky when the inner degree
is both masked and unmasked. The photon counts are given for Nbins = 128 energy bins from
5.1–198 GeV.

B. Fitting The Data

For concreteness, we assume that the signal arises from a WIMP of mass mχ annihilating into
γγ and/or γZ0, thereby producing at most two lines in the photon spectrum at energies

Eγγ = mχ and EγZ = mχ

�
1− m2

Z

4m2
χ

�
. (2)

The WIMP may also annihilate into final states (e.g., W+W−, Z0 Z0, b b, τ+τ−, µ+µ−, etc.) whose
decay products shower and hadronize to produce a continuum photon contribution. Assuming that
the background is a falling power-law parametrized by α,β, the observed photon spectrum expected
from this model is

φ(E) = CEA(E)

�
β

�
E

100 GeV

�−α

+NγγD(E,Eγγ) +NγZD(E,EγZ ) +Nann
dnγ

dE
(E, mχ)

�
, (3)

where Nγγ , NγZ , and Nann are the normalizations of the separate signal components. The function
D(E,Etrue) is the energy dispersion about the true signal energy and is derived using the Fermi
Instrument Response Function (IRF) obtained from the publicly available Science Tools3 — see
Appendix B for a detailed discussion. The normalized differential distributions for different anni-
hilation final states, denoted dnγ/dE, are obtained using Pythia version 8.165 [22] to generate the
spectra. CEA is a corrective factor that accounts for the change in effective area in the 3◦ region
about the Galactic Center, as a function of energy.

For Poisson-distributed data, the best fit values of the parameters α,β, Nγγ , NγZ , and Nann are
obtained by maximizing the likelihood function

lnL(α,β, Nγγ , NγZ , Nann) =
Nbins�

k=1

nk · lnφk − φk − lnnk!, (4)

where nk is the observed photon count and φk =
� Ek

max

Ek
min

φ(E)dE for the kth bin spanning
�
Ek

min, E
k
max

�
. The confidence region about the maximum likelihood, lnLmax, is determined by

lnL ≥ lnLmax −∆ lnL, (5)

3 http://fermi.gsfc.nasa.gov/ssc/data/analysis/
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Fig. 16.— Profile of high-incidence photon (θ > 40 deg) longitude distribution for |b| < 5◦. The 0.5◦ bins have been smoothed by a
3-bin box, and rescaled to arbitrary units of E2.6dN/dE, making the background disk emission constant with E. The background (blue)
is the average in these units for 10 < E < 50 GeV. In each panel, the (non-negative) amplitude of a FWHM! = 1.4◦ Gaussian centered at
" = −1.5 is fit by maximizing the Poisson likelihood. The corresponding number of photons and test statistic (TS) are displayed. The only
energy bin with significant emission is the 124.7-133.4 bin, centered on 129 GeV. See text for discussion of significance. The bin centered
on 113 GeV is not significant by itself, but is compatible with a line strength of 1/3 to 1/2 that of the putative 129 GeV line.

is a cusp of emission in the inner Galaxy – motivates an
unbinned analysis of this region.
In an unbinned analysis, one dispenses with arbitrary

binning choices (size and shift) and instead analyzes in-
dividual photon events. For example, the parameters of
a well defined model may be estimated with no binning
in space or energy. In the absence of a principled model,
a compromise technique is to convolve a finely binned en-

ergy histogram with some kernel and compare profiles of
prospective lines with those expected for a true line, i.e.
the instrumental response convolved with the smoothing
kernel.
In the case of LAT data this allows us to do an in-

teresting reality check. Energy resolution of events at
high incidence angle (θ ∼ 60◦) is a factor of ∼ 2 better
than that of normal-incidence photons, motivating the
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Fig. 16.— Profile of high-incidence photon (θ > 40 deg) longitude distribution for |b| < 5◦. The 0.5◦ bins have been smoothed by a
3-bin box, and rescaled to arbitrary units of E2.6dN/dE, making the background disk emission constant with E. The background (blue)
is the average in these units for 10 < E < 50 GeV. In each panel, the (non-negative) amplitude of a FWHM! = 1.4◦ Gaussian centered at
" = −1.5 is fit by maximizing the Poisson likelihood. The corresponding number of photons and test statistic (TS) are displayed. The only
energy bin with significant emission is the 124.7-133.4 bin, centered on 129 GeV. See text for discussion of significance. The bin centered
on 113 GeV is not significant by itself, but is compatible with a line strength of 1/3 to 1/2 that of the putative 129 GeV line.

is a cusp of emission in the inner Galaxy – motivates an
unbinned analysis of this region.
In an unbinned analysis, one dispenses with arbitrary

binning choices (size and shift) and instead analyzes in-
dividual photon events. For example, the parameters of
a well defined model may be estimated with no binning
in space or energy. In the absence of a principled model,
a compromise technique is to convolve a finely binned en-

ergy histogram with some kernel and compare profiles of
prospective lines with those expected for a true line, i.e.
the instrumental response convolved with the smoothing
kernel.
In the case of LAT data this allows us to do an in-

teresting reality check. Energy resolution of events at
high incidence angle (θ ∼ 60◦) is a factor of ∼ 2 better
than that of normal-incidence photons, motivating the
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FIG. 2: Regions of 1, 2, and 3 σ significance (filled contours) for θγZ/γγ = arctanNγZ/Nγγ as a function of

mass for the case Nann = 0. The solid lines are contours of Nγγ +NγZ . The best fit point, marked with a

white cross at mχ = 130 GeV and θγZ/γγ = 0, is given in Eq. (7). This figure was made using the masked

data. The analogous plot for the unmasked case is qualitatively the same.

the energy range from 5–200 GeV. The spectrum is well-characterized by a single falling power-law

and a peak at 130 GeV comprised of ∼30 photons.

Figure 2 shows the 1, 2, and 3 σ contours for points in the θγZ/γγ − mχ plane. The best fit

point is marked by the white “X.” There is a clear symmetry in the significance contours, with

regions about 130 and 145 GeV each within 1σ of the best fit model. For the case of a 145 GeV

dark matter, all the photons in the 130 GeV line are due to dark matter annihilation to γZ0
.

Both [13] and [23] note that the presence of two lines at ∼ 130 and 115 GeV is a slightly better

fit to the data; we reproduce the results in [23] when redoing our analysis with the data from [10].

However, for the region of interest analyzed in this work, the data prefer a single line corresponding

to a DM mass of either 130 or 145 GeV, although two lines are consistent within 1 σ.

III. CONTINUUM CONSTRAINT

Now that we have demonstrated the presence of a line (or pair of lines) in the Fermi data

at the Galactic Center, we explore correlated photon signals that are important for a wide class

of models. If the dark matter annihilates to Standard Model particles beyond γγ and/or γZ0
,

additional photons are produced in the decay of these states. The Fermi data has been used

to place constraints on the resulting inclusive photon spectrum using a variety of methods [4–

9, 24, 25]. Currently, the strongest of these bounds comes from a search for γ rays originating from

10 dwarf galaxies in the Milky Way over a 24 month period [6]. For annihilations to W bosons

and mχ � 130 GeV the 95% confidence bound is

σWW v � 10
−25

cm
3/s (Fermi dwarf Galaxy constraint). (8)

The constraint from stacked dwarfs rules out large regions of parameter space for models that can

potentially explain the 130 GeV γ line. In the MSSM, for example, assuming the neutralino makes

up all the dark matter, this constraint rules out all models with
1
2σγZv+σγγv � O

�
10

−28
cm

3/s
�
,

except for wino-bino mixed neutralinos.

Figure 1. Left panel: The black lines show the target regions that are used in the present analysis in
case of the SOURCE event class (the ULTRACLEAN regions are very similar). From top to bottom,
they are respectively optimized for the cored isothermal, the NFW (with α = 1), the Einasto and the
contracted (with α = 1.15, 1.3) DM profiles. The colors indicate the signal-to-background ratio with
arbitrary but common normalization; in Reg2 to Reg5 they are respectively downscaled by factors
(1.6, 3.0, 4.3, 18.8) for better visibility.
Right panel: From top to bottom, the panels show the 20–300 GeV gamma-ray (+ residual CR)
spectra as observed in Reg1 to Reg5 with statistical error bars. The SOURCE and ULTRACLEAN
events are shown in black and magenta, respectively. Dotted lines show power-laws with the indicated
slopes; dashed lines show the EGBG + residual CRs. The vertical gray line indicates E = 129.0 GeV.
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FIG. 1: Illustration of Eq. (4), which relates the mass mχ of
the annihilating particles with the energy of the γ-ray line,for
the case χχ → Pγ, with P = γ,H,Z0. Here mZ is 90.2 GeV,
and as an illustration the Higgs mass has been set to 125 GeV,
indicated by present LHC data [3].

particle P in the final state is

Eγ = mχ

(

1−
m2

P
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This relation is shown in Fig. 1. Assuming that the ob-
served gamma-ray line at 130 GeV is due to the χχ → γγ
process one finds, following the horizontal line, predic-
tions for the location of Hγ and Z0γ lines at 100 GeV
and 114 GeV, respectively. Alternatively, following the
vertical line, one sees that if the observed 130 GeV line
is a result of the χχ → Hγ or Z0γ process, the χ mass
is 155 or 142 GeV, respectively.

γγ Hγ Zγ

γγ 130 100 114

Hγ 155 130 142

Zγ 144 117 130

TABLE I: Predicted γ-ray energies, in GeV, if the 130 GeV
line originates from the process indicated by the row, for the
process given by the respective column.

The predicted energies of all three possible lines, the
ones coming from γγ, Hγ and Z0γ (with mH set to 125

GeV), for all permutations are shown in Table I. It will
depend on the model if all three lines are allowed. In
particular, as a radiative 0 → 0 transition is forbidden
due to gauge invariance and angular momentum conser-
vation, the annihilation to Hγ is not allowed from the
dominant s wave in the Galaxy if χ is a Majorana fermion
or a spin-0 particle [31]. For definiteness, we will in the
following assume that the tentative 130 GeV structure
is due to the γγ line, but we will also compare with the
expectations for the IB effect, to which we now turn.

C. The internal bremsstrahlung effect

The γγ process normally appears in a closed loop con-
taining the various charged particles to which the dark
matter particles couple. This means that it is gener-
ally suppressed by powers of the electromagnetic cou-
pling constant, and the cross section will contain an ex-
plicit factor α2

em. An interesting effect appears, how-
ever, for Majorana fermions already at order αem. It
was early realized that there could be important spectral
features [32], and recently it has been shown that inter-
nal bremsstrahlung (IB) from charged particles in the
t-channel in the annihilations could yield a detectable,
quite sharp ”bump” near the highest energy, i.e., at the
rest mass of one of the annihilating particles moving
slowly (v/c ∼ 10−3) in the Galactic halo [11, 30, 33].
In [34], it was furthermore pointed out that final state
radiation (FSR) often can be estimated by simple, uni-
versal formulas and often gives rise to a very prominent
step in the spectrum at photon energies of Eγ = mχ. The
IB and FSR processes was thoroughly treated in [33] (see
also [11, 30]), and here we summarize the main results.
In Ref. [32] it was shown that the radiative process

χ0χ0 → f f̄γ may circumvent the chiral suppression, i.e.,
the annihilation rate being proportional to m2

f . This
is normally what one would get for annihilation into a
fermion pair from an s-wave initial state [35], as is the
case in lowest order for non-relativistic dark matter Ma-
jorana particles in the Galactic halo. A fermion final
state with an additional photon, f f̄γ, is thus surpris-
ingly not subject to a helicity suppression. The full an-
alytical expressions are lengthy, but simplify in the limit
of mf → 0. Then one finds in the supersymmetric case
[33] for the radiative differential rate, normalized to the
f f̄ rate

dNγ,IB
f

dx
=

∆×
[
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µ(µ− 2x)
−
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(5)
with

∆ = (1− x)αemQ
2
f
|g̃R|4 + |g̃L|4

64π2

[

m2
χ〈σv〉χχ→ff̄

]−1
,

155 GeV WIMP annihil. into  

Figure 4. Upper sub-panels: the measured events with statistical errors are plotted in black. The
horizontal bars show the best-fit models with (red) and without DM (green), the blue dotted line
indicates the corresponding line flux component alone. In the lower sub-panel we show residuals
after subtracting the model with line contribution. Note that we rebinned the data to fewer bins
after performing the fits in order to produce the plots and calculate the p-value and the reduced
χ2
r
≡ χ2/dof. The counts are listed in Tabs. 1, 2 and 3.
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Can it be explained by a particle DM model?  
Difficult: need small continuum contribution  

A sharp feature in the gamma ray spectrum? 



However very light WIMPs have not shown up in other experiments 

•  XENON finds no light WIMPs: issues 
with scintillation efficiency (Leff)? 

Gelmini, Gondolo, Bozorgnia, ‘09 ‘10 

CDMS ‘11 

XENON10, XENON100 ‘11-12 

•  CDMS II: A low-energy reanalysis 
of the data is incompatible with 
CoGeNT region  

•  SIMPLE: Further constraints on 
DAMA/LIBRA and CoGeNT regions 

•  DAMA-LIBRA interpretation in terms of channelling is challenged 

21/09/2012	
  -­‐	
  ULB	
   David	
  G.	
  Cerdeño	
  

SIMPLE ’11-12 

•  CoGeNT: smaller amplitude of the DM modulation signal in second year of data 
Collar in IDM 2012 

•  CRESST: backgrounds from 210Po underestimated? 
Kuzniak, Boulay, Pollmann ‘12 

To finalize: !
 !

Strictly from the point of view of radiation detection, !
this speaker does not know how to reconcile !
DAMA, CoGeNT and CRESST: !
!
Either we are to learn something subtle about !
the halo, couplings, or detector effects, or… !
!
their observations have nothing in common.!
!
!

Finally, in preparation !
(also absence of channeling)!
!
!

?! !

Moving in circles (quite literally)!
!
!

Collar in IDM 2012 



Neutralino in the MSSM 

The theoretical predictions can be within the range of future experiments	
  

Very light Bino-like neutralinos with 
masses ~10 GeV could account for 
the DAMA signal 

Bottino, Donato, Fornengo, Scopel 2008 

This region is currently extremely 
constrained (if not ruled out) by 
current LHC bounds 

LHCb 2012 

Large cross section for a wide range 
of masses 

Ellis, Ferstl, Olive 2005 
Baek, D.G.C., Kim, Ko, Muñoz 2005‏ 

6

Finally, NB0
(s)

→µ+µ− is the number of observed signal

events. The observed numbers of B+ → J/ψK+, B0
s →

J/ψφ and B0 → K+π− candidates are 340 100 ± 4500,
19 040 ± 160 and 10 120 ± 920, respectively. The three
normalization factors are in agreement within the uncer-
tainties and their weighted average, taking correlations
into account, gives αnorm

B0
s→µ+µ− = (3.19 ± 0.28) × 10−10

and αnorm
B0→µ+µ− = (8.38± 0.39)× 10−11.

For each bin in the two-dimensional space formed by
the invariant mass and the BDT we count the number
of candidates observed in the data, and compute the ex-
pected number of signal and background events.

The systematic uncertainties in the background and
signal predictions in each bin are computed by fluctu-
ating the mass and BDT shapes and the normalization
factors along the Gaussian distributions defined by their
associated uncertainties. The inclusion of the systematic
uncertainties increases the B0 → µ+µ− and B0

s → µ+µ−

upper limits by less than ∼ 5%.
The results for B0

s → µ+µ− and B0 → µ+µ− decays,
integrated over all mass bins in the corresponding signal
region, are summarized in Table I. The distribution of
the invariant mass for BDT>0.5 is shown in Fig. 1 for
B0

s → µ+µ− and B0 → µ+µ− candidates.

FIG. 1. Distribution of selected candidates (black points)
in the (left) B0

s → µ+µ− and (right) B0 → µ+µ− mass
window for BDT>0.5, and expectations for, from the top,
B0

(s) → µ+µ− SM signal (gray), combinatorial background

(light gray), B0
(s) → h+h�− background (black), and cross-

feed of the two modes (dark gray). The hatched area depicts
the uncertainty on the sum of the expected contributions.

The compatibility of the observed distribution of
events with that expected for a given branching frac-
tion hypothesis is computed using the CLs method [15].
The method provides CLs+b, a measure of the com-
patibility of the observed distribution with the signal
plus background hypothesis, CLb, a measure of the
compatibility with the background-only hypothesis, and
CLs = CLs+b/CLb.

The expected and observed CLs values are shown in
Fig. 2 for the B0

s → µ+µ− and B0 → µ+µ− channels,
each as a function of the assumed branching fraction.
The expected and measured limits for B0

s → µ+µ− and
B0 → µ+µ− at 90% and 95% CL are shown in Table II.
The expected limits are computed allowing the presence
of B0

(s) → µ+µ− events according to the SM branching
fractions, including cross-feed between the two modes.

The comparison of the distributions of observed
events and expected background events results in a p-
value (1− CLb) of 18% (60%) for the B0

s → µ+µ−

(B0 → µ+µ−) decay, where the CLb values are those cor-
responding to CLs+b = 0.5.

A simultaneous unbinned likelihood fit to the mass pro-
jections in the eight BDT bins has been performed to
determine the B0

s → µ+µ− branching fraction. The sig-
nal fractional yields in BDT bins are constrained to the
BDT fractions calibrated with the B0

(s) → h+h�− sam-

ple. The fit gives B(B0
s → µ+µ−) = (0.8+1.8

−1.3) × 10−9,
where the central value is extracted from the maximum
of the logarithm of the profile likelihood and the uncer-
tainty reflects the interval corresponding to a change of
0.5. Taking the result of the fit as a posterior, with a
positive branching fraction as a flat prior, the probabil-
ity for a measured value to fall between zero and the SM
expectation is 82%, according to the simulation. The
one-sided 90%, 95% CL limits, and the compatibility
with the SM predictions obtained from the likelihood, are
in agreement with the CLs results. The results of a fully
unbinned likelihood fit method are in agreement within
uncorrelated systematic uncertainties. The largest sys-
tematic uncertainty is due to the parametrization of the
combinatorial background BDT.

In summary, a search for the rare decays B0
s → µ+µ−

and B0 → µ+µ− has been performed on a data sam-
ple corresponding to an integrated luminosity of 1.0 fb−1.
These results supersede those of our previous publica-
tion [6] and are statistically independent of those ob-
tained from data collected in 2010 [12]. The data are
consistent with both the background-only hypothesis and
the combined background plus SM signal expectation at
the 1σ level. For these modes we set the most stringent
upper limits to date: B(B0

s → µ+µ−) < 4.5 × 10−9 and
B(B0 → µ+µ−) < 1.03× 10−9 at 95% CL.
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