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High-Level RF Solutions in single tunnel plan 

Klystron Cluster Scheme, KCS (SLAC) 

Distributed RF Sources, DRFS (KEK) 

2×35 10MW MB klystrons 
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DRFS DKS 

~4000×800kW klystrons 

~378×10MW klystrons 



 

2012/10/23 LCWS12  S. Fukuda 5 

RF Power Budgets for KCS and DKS 



Heat Loss Comparison for Baseline 
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KCS: Low Power @ 413 Klystrons 

DKS: Low Power @ 378 Klystrons 
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DKS Heat Loss Comparison  

Low Power & Full Power Baseline 
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DKS: Low Power @ 378 Klystrons : One Klystron for 4.5 Cryomodules 

DKS: Full Power @ 567 Klystrons : : One Klystron for 3 Cryomodules 

Ratio of FPB/LPB 

 

Total Power=75.53/52.11 

                     =1.45 

Cooling Power=55.04/41.86 

                     =1.31 

Power from W.P. to HLRF 

                     =44.34/30.59=1.45 

Beam Power=20.49/10.25=2.0 
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Assumptions & boundary conditions 
for CLIC power estimates 

• Power & energy consumption are consistent with the technical definition 
of the CLIC accelerator project as per the CDR 

– Minor adjustments have been made to the numbers between CDR Volume 1 
and Volume 3 

– In addition, Volume 3 includes numbers for scenario 500 GeV B 

• Assumptions for RF-to-beam efficiencies 

– Modulators 0.89 (0.95 flat-top, 3 ms rise time, 5 ms setting time) 

– Klystrons 0.7 (R&D goal, best achieved today 0.68) 

– Drive beam acceleration 0.89 (low-gradient structures) 

– PETS (fully loaded) 0.98 

– Residual drive beam power after deceleration 17 %  effective power 

extraction from drive beam 0.81 

– Main beam acceleration 0.25 (compromise between gradient, efficiency and 
minimization of wake fields) 

• A number of technical alternatives aiming at mitigation of power and 
energy consumption have been identified, and will be studied in the post-
CDR phase 
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Power consumption by WBS domain  

500 GeV A 
Total 272 (271) MW  

1.5 TeV 
Total 364 (361) MW  

3 TeV 
Total 589 (582) MW  

Minor changes between CDR Volume 1 and Volume 3 
Numbers in parentheses refer to CDR Volume 1 

Power consumption of ancillary systems ventilated pro rata and included in numbers by WBS domain 

RF: drive beam linac, FMT: frequency multiplication & transport, So: sources & acceleration up to 2.5 GeV, DR: damping rings, 
Tr: booster linac up to 9 GeV & transport, ML: main linacs, BDS: beam delivery system, main dump & experimental area 
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Power consumption by technical system  

Minor changes between CDR Volume 1 and Volume 3 
Numbers in parentheses refer to CDR Volume 1 

500 GeV A 
Total 272 (271) MW  

1.5 TeV 
Total 364 (361) MW  

3 TeV 
Total 589 (582) MW  

CV: cooling & ventilation, NW: electrical network losses, BIC: beam instrumentation & control 
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Paths to power & energy savings [1/2] 

• Sobriety 

– Reduced current density in normal-conducting magnets 

– Reduction of HVAC duty 

• Efficiency 

– Grid-to-RF power conversion 

– RF-to-beam power conversion 

– Permanent or super-ferric superconducting magnets 

 

 

 

 

 

 

 Potential for power savings at 3 TeV 
 - magnets ~ 86 MW 
 - cooling & ventilation ~24 MW  
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Paths to power & energy savings [2/2] 

• Energy management 

– Low-power configurations in case of beam interruptions 

– Modulation of scheduled operation to match electricity demand 

 

 

 

 

 

 

 

• Waste heat recovery 

– For concomitant uses, e.g. adsorption chillers  

Staging 
Scenario

ECM [TeV] P nominal 

[MW]
P waiting for beam 

[MW]
P shutdown [MW]

0.5 272 168 37

A 1.4 364 190 42

3.0 589 268 58

0.5 235 167 35

B 1.5 364 190 42

3.0 589 268 58
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2 K cryogenic plant turn-down 

Two slides from a talk by Laurent Tavian (CERN)  
Presented at Fermilab (27 Sep 2012)  

 
With introduction from Tom Peterson (Fermilab) 

 
To be presented at LCWS-12, Oct. 23, 2012, by Akira Yamaoto (KEK) 

(with some additional slides) 
 
 



Comments from Tom Peterson about 
cryogenic capacity and efficiency 

• Cryogenic plant efficiency is optimal when the plant 
capacity is matched to the load.  
 

• Due to various factors such as uncertainties in final as-
installed heat loads, overcapacity required for control, 
and variability or absence of large dynamic heating, ILC 
may experience varying levels of mismatch between 
cryogenic plant capacity and loads.  
 

• This mismatch results not only in inefficiency but 
control difficulties for the 2 Kelvin system due to the 
dynamic nature of the cold compressors.   

 



Matching load to capacity 

• Two mechanisms (among other features in the cryogenic 
plant) would provide matching of cryogenic capacity to the 
load in an ILC  
 

• 1.  Electric heaters in cryomodules will be required to 
compensate dynamic loads from variations in RF power.   
– These will also operate continuously at some low level for 

control  
 

• 2.  Slow changes in required capacity can be 
accommodated by the cryogenic plant at the 2 Kelvin level 
using a mixed compression cycle as described by Laurent 
Tavian in the following slides.   





Summary 

• Linear colliders are single-pass machines and thus unavoidably show low 
energy efficiency, resulting in high power consumption. The nominal power 
consumption at 500 GeV CM is 161 (164) MW for ILC, and 235 MW for CLIC 

• Optimization of the RF chain is therefore an essential issue, from power grid to 
RF and from RF to beam. This has driven design choices and triggered specific 
R&D in both projects, e.g. MBK and modulators 

• In both cases, the RF system however uses only about half of the total power 
consumed. Other high-power items are cryogenics (for ILC), NC magnets and 
conventional systems 

• The distribution of power loads among domains/systems is different between 
ILC KCS and ILC DKS. The total numbers are however very similar 

• Substantial differences have been found between CLIC and ILC concerning 
power consumption of conventional systems and interaction region. Further 
analysis is required for their understanding 

• Significant and swift decrease of power consumption in standby modes opens 
the way for CLIC load shedding in periods of peak demand 

• Efficient turn-down of a large cryogenic system requires adequate design and 
operation strategies 


