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The main performance issues for the CLIC main linac accelerating 
structures are:  
 
 
• high accelerating gradient (100MV/m) 
• RF-to-beam efficiency 
• transverse wakefields suppression 
 
 
 
The 100MV/m accelerating gradient is a consequence of the 3TeV 
collision energy while limiting the machine length below 50km. 
The performance of the accelerating structures drives the efficiency 
and cost of CLIC. 
 

Transverse wakefield suppression 
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The accelerating RF structure 

180 mm 

250 mm 

Internal volume 
of the full RF structure 

• travelling wave structure at 12GHz  
• 26 accelerating cells 
• double-feed coupler 

40 mm 

SiC load 

• four damping waveguides in each cell 
• 104 silicon carbide loads 
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Wakefields simulations 
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The accurate simulation of 
wakefields, even in complex 
structure, can lowered the 
design cost. This experiment 
will give us a feedback on the 
goodness of our simulations 
tools (CST PS, GdfidL). 
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The predicted transverse wakefield 

Transverse 
real impedance 

Three main dipolar  
bands in the 
impedance spectrum 

Absolute value 
of the envelope of 
the transverse wake 
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• Possibility of having 
driving and witness 
bunches with 
positrons and 
electrons. 

• Adjustable bunch 
spacing for a timing 
span behind the 
driving bunch. 

• Bunch length 
flexibility: ideally 
shorter than 1mm in 
order to resolve the 
3rd dipole band which 
shows up a peak 
around 40GHz.  
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Why FACET? 

Layout of the ASSET facility 

POSSIBLE LOCATION 



Where in FACET 

 

ASSET CLASSE 

LI02 sector 
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Experiment simulations with tracking code PLACET 

• BPMs upstream and downstream of the 

structure are needed in order to determine  

the bunch offset in the structure, as well as 

dipole corrector magnets to generate this offset. 

 

• Lattice simulations from the extraction kicker in DR to LI02 

• Only BPMs downstream of correctors are sensitive to the correction 
itself. That means that the lattice response is triangular. 

 

 

Response matrix from the 
south extraction kicker in SRD to LI02 

A. Latina 
G. De Michele 
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Positrons: offset scan to drive wakefields 

The BPMs just before and after the RF prototype are LI02, 201 and 
LI02, 211.  

With only two correctors in the SRTL seems possible to shift the 
positron beam in the RF prototype. The shifts (-1:0.5:1) on the drive 
bunch are shown at the location of the RF structure (66 to 70m) 
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BPMs resolution 
From the experiment proposal: 

An accurate data analysis is required 
 
• Good knowledge of the optics is essential 
• Orbit fit to determine the kick 

y
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Re-constructed kick from R-matrices 
before and after the experiment region  
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CLASSE location 

Y-COR Beam 



BPMs acquisition in 10sec at 10Hz 
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We will calculate the standard deviation of 
the mean and not of the measurements. 
This will give us a better resolution of BPMs. 
Below, PLACET simulations performed with 
5um resolution on BPMs. 
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main strongback in the ASSET area 

CLASSE prototype scheme 
• six TD26 accelerating structures 
• simple vacuum tank 
•  no RF power 
• clamped aluminum cells 
• available length: 76.80 inches 
• dimensions: 1753x675x569mm (plus vacuum pumps length) 
• Total weight: ~390 kg 

vacuum tank 

1.5m 

76.80 inches 

beam pipe transition 

bellow 

Support and alignment system 

vacuum 

pump 

vacuum 

pump 

vacuum 
flange 
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AS 
AS 

AS 

AS 

AS 

AS 

6 sections, 26 cells each, compact coupler design 
Clamped aluminum disks 

Ø180mm 

TD26 with  
Compact Couplers (x6), clamped  

Cell shape accuracy 20µm 

Features for Tank  
alignment on the girder 

Features for AS  
alignment in the Tank 

Reference spheres A. Solodko, CERN 

CLASSE prototype mechanical design 
(1/2) 

Aluminium disk 
Damping  

material (SiC) 

Threaded rod for AS clamping 

Clamp for SiC  fixation 



Frames for AS fixation 

Screws for vertical AS alignment (x5) 

Blocks for horizontal AS alignment (x4) 
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CLASSE prototype mechanical design 
(2/2) 

Possible positions of ion pumps 
(noble diode pumps, 53-55 l/s) 

•  Deflection of the structure under gravity 
    has been checked. 
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Prototype Production Plan 
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• The structure will be ready for shipping in mid-January. Most likely it could arrive at SLAC in mid-February 

• Beam time of 6 shifts: 1-2 shifts per day followed by 1-2 days break-time for offline data analysis 



Thank you 
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