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Transformers are one of the recent big achievements of machine learning, which enables realistic communi-
cation on natural language processing such as ChatGPT, as well as being applied to many other fields such
as image processing. The basic concept of a Transformer is to learn relation between two objects by an atten-
tion mechanism. This structure is especially efficient with large input samples and large number of learnable
parameters.
We are studying this architecture applied to the particle flow, which reconstructs particles by clustering hits
at highly-segmented calorimeters and assign charged tracks to the clusters.
We apply the structure inspired from a translation task, which uses the Transformer as both an encoder and
a decoder. An original sentence is provided to the encoder input leading to a translated sentence as output
of the decoder. The latter is initially provided with a start token and then recursively uses its own output as
inputs to obtain the final translated sentence.
We supply hits and tracks to the encoder as input, and a start token to the decoder to obtain the first cluster.
Truth clusters information are provided at learning stage to compare with the decoder output.
Detailed implementation of the network as well as initial results of particle flow reconstruction using this
method will be shown in the presentation.
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