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Who am I?

• Paul Wahlen

• Bachelor at EPFL in Switzerland

• M1 student in joint degree given by ETH Zürich and Ecole 
Polytechnique de Paris, specialising in High Energy Physics



Since beginning

• Learning theoretical and practical fundamentals of ML

• Catching up on Python OOP, Pytorch and awkward libraries

Then:

• Learning about Transformers and familiarising with project

• Starting to write some code



Project concept

Using a Transformer to predict to which cluster a particular hit belongs 
to.

Sequence to Sequence Physics

Input Sentence List of hits from 1 event

Output Machine translation of Seq List of clusters to which 
belongs the hits

token Depends, words/ few char. 1 hit

Special 
tokens

bos, eos, unkwn, pad bos, eos, sample, pad

No fxed sized vocabulary due 
to continous variables in each 
hit

Need to impose a maximum 
number of clusters, since 
fixed number of parameters



Architecture: 
Entire Network

                    

Cluster information are 
obtained from MC Particle 
truth information.

2 loss functions, weighted by 
hyperparameters:

• Most common particle ids 
hot ones encoded: 
𝛾, 𝐾𝑠, 𝐾𝐿, 𝐾

+, 𝜇−, 𝑝, 𝑛, 𝜋±, 𝑒−

+ antiparticles.               
Softmax then CrossEntropy 
for the loss function

• Continuous variables are 
obtained by regression. MSE 
for the second loss function. 



Dataset 
• Select the wanted features from 

the awkward arrays and store 
them 

• If do_tracks is true: also puts in the 
information of the tracks 

• If do_time is true: add the time as 
feature. 

Still to do:
• Shrink Labels to one 

representative of each cluster
• Compute energy + normalising 

the cluster momentum and 
energy



Formatting dataset 
and batching

• Addition of a formatting 
method to the Dataset

• Callable object from a new 
class to do the formatting

Advantage + Flow:
1. Add the special tokens
2. Converts awk. Arrays to 

torch array (maybe only 
numpy is sufficient?), to 
be able to make inplace 
normalisation

3. Inplace normalisation. 



Input/Label Embedders

Input: 

list of hits from one event, 
features: 
(𝐸, 𝑝𝑥 𝑝𝑦, 𝑝𝑧 , 𝑡 ? )

Labels: 

MC Truth particle cluster 
information, features:

(𝑐ℎ𝑎𝑟𝑔𝑒, 𝑝𝑑𝑔 , 𝐸, ෝ𝑝 𝑥, ෝ𝑝 𝑦, ෝ𝑝 𝑧)



Main Neural Network



Train and validation 
functions (1 epoch)



TODOS:

• Coding and implementing masks for transformer, batch mask?

• Finish train and validate function

• Start coding inference function


