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• Significant part of reconstruction is “pattern recognition”
– Cut-based method should have limitation
– DNN should take more information than human-tuning

• “Big data” detector for Higgs factories
– Much more detector elements than before
– Should fit with modern network with many learning weights
– Also good for detector design

• Sensor  objects  physics
should be more seamless with deep learning techniques
– Event reconstruction is the heart of the chain

Deep learning with Higgs factories
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Today’s topics

Particle flow with DNN
• GNN originally developed for

CMS HGCAL clustering
– GravNet / Object condensation

• Track-cluster matching 
implemented

• Promising initial results seen
– Comparable with PandoraPFA
– Still much rooms to improve

• Another trial with NLP-like
architecture (Transformer)

Flavor tagging with Particle 
Transformer (ParT)
• Modern DNN-based jet flavor 

tagging originally developed for LHC
• Much better performance than 

current algorithm (LCFIPlus(2013))
– Reported by FCCee colleagues earlier, 

comparison done
• Big impact on Higgs studies

– Including self coupling
• Strange tagging, under investigation

All works done with ILD full simulation (plus FCCee Delphes for comparison)



Flavor tagging for Higgs factories
• Jet flavor tagging is essentially important for 

Higgs studies (including self coupling) 
• LCFIPlus (published 2013)[1] was long used for 

flavor tagging
 b-tag: ~80% eff., 10% c / 1% uds acceptance; 
 c-tag: ~50% eff., 10% b / 2% uds acceptance.

• Recently FCCee reported ~10x better
rejection using ParticleNet (GNN)

•  To be confirmed with full simulation
(with latest algorithm: Particle Transformer (ParT)
 If good, consider to apply to physics analyses
 hopefully with common framework

Displaced track -> b/c quarks

400 µm 100 µm
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Particle Transformer (ParT)
• Transformer: self-attention based algorithm 

intensively used for NLP (e.g. chatGPT)
• Weak biasing: possible to train big samples efficiently 

(with more learnable weights)
but demanding big training sample for high performance

• ParT is a new Transformer-based architecture for Jet 
tagging, published in 2022[2]. 

• Surpasses the performance of ParticleNet
• ParticleNet (or other GNNs) only looks “neighbor” particles 

while Transformer judges where to look by training
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Performance on event categorization (ie. not direct flavor tagging but flavor information is essential for the categorization)



Comparison between regular Transformer and Particle Transformer

MHA    – MultiHeadAttention
Note:     P-MHA – Augmented version of MHA by Particle Transformer that 
                                involves Interactions Embeddings instead of Positional Embeddings

Regular Transformer Particle Transformer
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Data Used For Investigation
• ILD full simulation: 

 1. e+ e-       qq (at 91 GeV)                                 
                    (DBD sample used for initial LCFIPlus study)
 2. e+ e-       ννH      ννqq (at 250 GeV)
     (2020 production, process ID: 410001-410006)

     With 1M jets (500k events) each

• FCCee fast simulation (Delphes with IDEA detector): 

 e+ e-        ννH      ννqq (at 240 GeV)

    With 10M jets (5M events) each

• 80% are used for training, 5% for validation, 15% for test
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https://link.springer.com/article/10.1140/epj
c/s10052-022-10609-1

q = b,c,uds
ν = neutrino

https://link.springer.com/article/10.1140/epjc/s10052-022-10609-1
https://link.springer.com/article/10.1140/epjc/s10052-022-10609-1
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Kinematic variables (e.g. pt and mass) calculated from
any pair of particles are added as interactions
Treated as bias to the attention



Application of ParT to ILD data
(ILD qq 91 GeV, 0.8M jets for training)

• Jet tagging performance is greatly 
improved by ParT immediately.

• The performance is improved by 
4.05 – 9.80 times compared to 
LCFIPlus with the same set of data.

• 20 epochs are taken,
200 epochs do not help improving 
performance but give overtraining b-tag 80% eff. c-tag 50% eff.

Method c-bkg 
acceptance

uds-bkg 
acceptance

c-bkg 
acceptance

uds-bkg 
acceptance

LCFIPlus 10% 1% 10% 2%

ParT 1.29% 0.25% 1.02% 0.43%
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Comparison with FCC data[3]

• Trained with same condition as ILD 
data for fair comparison. (800k data 
size, 20 epochs, etc.)

• FCC data has ∼ 3 times the 
performance compared to ILD data. 

• Possible cause of the difference:
• Particle ID: too pessimistic for ILD
• Definition of some variables

• Theta, phi etc.

• Difference on full and fast sim
• Especially different on

tails of distributions

• Assumed detector resolution (?)

Data Particle 
ID

Impact 
Parameters

Jet 
Distance

Track 
Errors

c-bkg 
acceptance @ 
b-tag 80% eff.

b-bkg 
acceptance @ 
c-tag 50% eff.

ILD 
(ννqq 250 GeV)

0.64% 1.09%

FCC 0.23% 0.35%
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ILD (ννqq 250 GeV) vs. FCC with partial variables

c-bkg acceptance 
@ b-tag 80% eff.

b-bkg acceptance 
@ c-tag 50% eff.

Plot 
Index

Particle 
ID

Impact 
Parameters

Jet 
Distance

Track 
Errors ILD FCC ILD FCC

(1) 0.64% 0.23% 1.09% 0.35%

(2) 0.62% 0.47% 1.14% 0.64%

(3) 0.71% 0.24% 1.24% 0.35%

(4) 0.63% 0.75% 1.19% 0.80%

(5) 0.79% 0.77% 1.28% 0.80%

(6) 9.69% 2.64% 6.91% 1.58%
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Observations:
1. PID gives significant effect

on FCCee, not ILD
(due to easy PID in ILD)

2. Track errors are rather
harmful in FCCee

3. Difference on b-tag is
small with only impact
parameters (5), but still
see difference in c-tag

4. (of course) significantly
losing performance without
impact parameter
(but still ~ LCFIPlus)

800 kjet for training, 20 epochs



Sample size affects performance (FCCee sample)

• Training performance significantly improved with bigger data sample size

• Training sample size change of FCC data:

800k -> 4M : 4 times better performance (b-tagging)

4M -> 8M: 5 times better performance (b-tagging)

• This non-linearity of increase in performance should be further 
investigated.

• Bigger data size of ILD should be obtained for better performance, as well 
as comparison with FCC data for further investigation on its behaviour.

Plot Index Particle 
ID

Impact 
Parameters

Jet 
Distance

Track 
Errors

Training 
Sample 
size

c-bkg acceptance 
@ b-tag 80% eff.

b-bkg acceptance 
@ c-tag 50% eff.

(1) 800k 0.23% 0.35%

(2) 4M 0.054% 0.20%

(3) 8M

(1)

(2)

(3)
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Unreasonably good, TBC

To be updated



Fine tuning

• Use result of 8M FCC data to train ILD 800k data
• Improves performance only when setups are similar
• Training of same setup (pretrain ILD 91 GeV data with ILD 250 GeV data) gives best 

performance
• Further investigation should be conducted on how to maximise the outcome for fine-tuning 

between different data sets

c-bkg acceptance @ 
b-tag 80% eff.

b-bkg acceptance @ 
c-tag 50% eff.

Particle 
ID

Impact 
Parameters

Jet 
Distance

Track 
Errors

Fine-
Tuning 
Sample

Training 
Sample

Similar 
theta/phi
?

No Fine-
Tuning

With Fine-
Tuning

No Fine-
Tuning

With Fine-
Tuning

FCC 
240 GeV 

(8M)

ILD
250 GeV 
(800k)

0.62% 1.37% 1.14% 1.95%

FCC 
240 GeV 

(8M)

ILD
250 GeV 
(800k)

1.77% 1.32% 2.22% 2.01%

ILD
250 GeV 
(800k)

ILD
91 GeV 
(80k)

4.49% 0.97% 3.79% 1.53%
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Two objectives
• Pretrained with fast sim and fine-tune with full sim
• Pretrained with large central production and fine-tune with

dedicated physics samples in each analysis



16-Aug-2023 14



Taikan Suehara et al., ICHEP2024 @ Prague, 20 Jul. 2024,  page 15

• Tagging high-momentum kaon in jet is a clue to strange jets
– Contamination from gss give relatively low momentum

• dE/dx is essential for Particle ID in ILD
– As well as ToF, but only effective in low energy tracks

(which are less important in strange tagging)
• Using newly-developed comprehensive PID

– Giving much better separation than previous PID

Strange tagging



Taikan Suehara et al., ICHEP2024 @ Prague, 20 Jul. 2024,  page 16

Progress in strange tag

dE/dx inside strange jets (separated by MC PID)

Current performance with ParT
(under investigation yet)
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Strange tagging: initial results

• Current results gives significantly worse than FCCee results
• FCCee@ s-tag 80% eff.: g eff. ~10%, light q eff. ~30%
• Partially because of worse (realistic?) assumption of

dE/dx performance at ILD
• Do not see any difference between old PID and CPID

• PID performance significantly different so unreasonable
• Under investigation…
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• Significantly better performance of flavor tagging with ParT
– Implementation to the reconstruction framework foreseen to be 

applied to real physics analysis (time scale: this autumn)
– Further optimization still possible

• Strange tagging under investigation
– (Maybe technical problem) prevents high performance
– To be fixed soon  to be used in Hss for ECFA HF study
– Dependence on PID performance to be investigated

• Coming with various detector configurations

Flavor tagging: summary and plans
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• Separation of cluster at calorimeter
– Charged or neutral cluster

• Essential for jet energy resolution
• Current algorithm: PandoraPFA

– Combination of various process
– Not easy to optimize or adding more info

• CMS HGCal clustering
– Similar to ILD calo
– Good for starting point

Particle flow with DNN: introduction
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PFA: clustering algorithm

GravNet

• The virtual coordinate (S) is derived
from input variables with simple MLP

• Convolution using “distance” at S
(bigger convolution with nearer hits)

• Concatenate the output with MLP

Object Condensation (loss function)

• Condensation point:
The hit with largest β
at each (MC) cluster

• LV: Attractive potential to
the condensation point of the same cluster
and repulsive potential to the condensation
point of different clusters

• Lβ: Pulling up β of the condensation point
• Lp: Regression to output features

arXiv:1902.07987
arXiv:2002.03605

• Input: position/energy/timing of each hit
• Output: virtual coordinate and β for each hit
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• PFA is essentially a problem “to subtract hits from tracks”
• HGCAL algorithm does not utilize track information

– Only calorimeter clustering exists
• Putting tracks as “virtual hits”

– Located at entry point of calorimeter
– Having “track” flag (1=track, 0=hit)
– Energy deposit = 0

• Modification on object condensation to
forcibly treat tracks as condensation points (details next page)
– Also modifying clustering algorithm to avoid double-track clusters

What we implemented: track-cluster matching

Current number of 
parameters: ~420K
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Object condensation and our implementation

• Condensation point: The hit with largest β at each (MC) cluster
 For each MC cluster having a track,
the track is forcibly the condensation point regardless of β 

• LV: Attractive potential to the condensation point of the same cluster
and repulsive potential to the condensation point of different clusters
(no modification)

• Lβ: Pulling up β of the condensation point (up to 1)
(no modification, but β of tracks become spontaneously close to 1)

• Lp: Regression to output features (energy etc.)  currently not used

Object condensation loss function (the function to minimize)
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Clustering algorithm

• Output of the network is position 
and 𝛽𝛽 of each hit  need clustering

• Hits that are within a certain 
distance (td) from the highest 𝛽𝛽 
point assume as a cluster

• Continues clustering until all hits are 
clustered or 𝛽𝛽 of remaining hits are 
below threshold (tbeta)
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• ILD full simulation with SiW-ECAL and AHCAL
– ECAL: 5 x 5 mm2, 30 layers, HCAL: 30 x 30 mm2, 48 layers
– Taus overlayed with random direction

• 100k events, 10 GeV x 10 taus / event  1 million taus
• 1M events with variable energies produced, to be tested

– qq (q=u, d, s) sample at 91 GeV
• ~75k events 
• Official sample for PFA calibration (other energies available)

– Converted to awkward array stored in HDF5 format
• A few 10 GB each

Our samples for performance evaluation

Taus: good mixture
of hadrons, leptons
and photons
with some isolation
Good for training
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Event display

25

Input features
Real coordinate in detector

Colored by true clusters

Output features
Virtual coordinate

virtual x

virtual y

virtual x

virtual y

Colored by 
true clusters

Colored by 
reconstructed clusters

X : tracker point
O : calorimeter hit
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Quantitative evaluation

• Make 1-by-1 connection of MC and reconstructed cluster 
– Reconstructed cluster with highest fraction of hits from the MC is taken
– Multiple reconstructed cluster may connect to one MC cluster

• Quantitative comparison with PandoraPFA
– Compared “efficiency” and “purity” of particle flow

• Efficiency : (reconstructed cluster energy that matches the MC cluster) / (MC cluster 
energy)

• Purity : (reconstructed cluster energy that matches the MC cluster) / (reconstructed 
cluster energy )

262024 International workshop on Future Linear Colliders
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 Efficiency : 
over 90% for all particles 
slightly low in pions

 Purity : 
over 88% for all tracks
79% for photons
  merged photons?

 Reasonably well  
reconstructed

Example results (ntau, GNN)
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Initial results (> 1 GeV)
Algorithm
train/test

Electron eff. Pion eff. Photon eff. Electron pur. Pion pur. Photon pur.

GravNet
10 taus/10 taus

99.4% 95.0% 97.9% 88.1% 95.4% 79.6%

GravNet
10 taus/jets

91.3% 88.1% 89.8% 62.2% 81.3% 64.4%

GravNet
jets/jets

90.5% 89.7% 87.1% 65.6% 83.3% 70.9%

PandoraPFA
10 taus

99.3% 94.0% 99.1% 91.8% 94.6% 97.2%

PandoraPFA
jets

80.2% 90.4% 79.0% 75.0% 90.6% 77.7%

PandoraPFA
jets (ILCSoft)

96.7% 95.5% 96.4% 97.1% 90.4% 97.7%

Comparable performance on pion reconstruction on 10 taus
Still worse in photon reconstruction and reconstruction at jets
ILCSoft evaluation (using MC-cluster matching in ILCSoft) much better in PandoraPFA
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Optimization of performance
Output dimension of the coordinate
• The initial work done with output

coordinate dimension D = 2 (for visibility)
• Tried D=3,4,8,16

• D=3 much better than D=2
• Slight improvements on D=4, 16
• Degraded at D=8 (statistics?)

Purity

Loss function (training)

Efficiency

Clustering parameters (td, tbeta)
• td: radius which hits are treated

as coming from the same
cluster

• tbeta: threshold of beta
to form clusters

• Scanning grid points (2D)

• tbeta = 0.1, td=0.3 would be
taken (for ntaus)
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Optimized results (ntau only)
Algorithm
train/test

Electron eff. Pion eff. Photon eff. Electron pur. Pion pur. Photon pur.

GravNet (opt.)
10 taus/10 taus

99.1% 96.5% 99.0% 91.8% 98.9% 97.1%

GravNet
10 taus/jets
GravNet
jets/jets
PandoraPFA
10 taus

99.3% 94.0% 99.1% 91.8% 94.6% 97.2%

PandoraPFA
jets

80.2% 90.4% 79.0% 75.0% 90.6% 77.7%

PandoraPFA
jets (ILCSoft)

96.7% 95.5% 96.4% 97.1% 90.4% 97.7%

Better performance on pion reconstruction while comparable performance on electron and photons
 Promising! (more results will come)
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Network Architecture

More NLP-like model: transformer

Planned structure for PFA
Transformer

Transformer

Transformer: training relation among
elements (hits in PFA) with 
(multi-head) self-attention mechanism
 (used in GPT etc.)
   Encoder: accumulate info of
   all hits/tracks by transformer
   Decoder:
   Input cluster info one by one
   Output info of next cluster
   (training) MC truth clusters
   (inference) just provide <bos>
   to derive first cluster, using
   output as next input
   until <eos> obtained
   (Inspired by translation NN)
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• GNN-based particle flow has possibility to replace PandoraPFA
– Performance seems exceeded for 10 tau events (tbc in jets)
– Difference on MC-truth definition to ILCSoft to be investigated

• (ILCSoft uses MCParticlesSkimmed while our method uses MCParticle collection)

• Regression of cluster energy to be tried
– Necessary for complete PFA
– Jet energy resolution would be compared with PandoraPFA

• Possible improvements
– Momenta of tracks currently not used (improvements of clustering possible)
– Incorporation of timing information etc.

• Another new idea to “ask network the next cluster” being tried
– Still not competitive, starting from simple samples (1-2 photons)

Particle flow: summary and plans
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• High level reconstruction @ ILD has a lot of room to 
incorporate with DNN to improve performance
– Also easier to use for detector optimization

• Flavor tagging with ParT significantly better than LCFIPlus
– To be applied to physics analysis
– Strange tagging also under investigation

• Particle flow with GNN gives competitive performance
– Still needs optimization
– Hope to replace PandoraPFA in ~a few years
– NLP-like method also being investigated

Overall summary
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