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Abstract

In this paper we present the proposal and development of a Micromegas-based read-
out Time Projection Chamber (TPC) designed for central tracking within the frame-
work of the International Large Detector (ILD), a detector concept for the Interna-
tional Linear Collider (ILC) concept. Prototype modules were constructed and sub-
sequently exposed to beam tests, aiming to validate the design of the Micromegas-
based readout featuring a resistive anode. These tests were conducted at the DESY
Test Beam facility, which includes a 5 GeV electron beam and a field cage equipped
with ancillaries, specifically designed for the Linear Collider TPC (LCTPC) collab-
oration. The results of these beam tests are detailed, and their implications are
extrapolated to project the performance of a Micromegas-based readout TPC within
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the envisioned operational conditions of the future Linear Collider.

Keywords:

1. Introduction1

The LCTPC collaborationLCT was established with the mission to design and2

investigate a high-performance Time Projection Chamber (TPC) tailored for physics3

exploration at the future e+e− International Linear Collider, reaching center-of-mass4

energies up to 1 TeV. Within the collaboration, various micro-pattern gaseous de-5

tectors (MPGD) technologies for a pad-based readout in a TPC are being explored.6

These include the Gas Electron Multiplier (GEMs)Sauli (1997) and the Micro Mesh7

Gaseous Detectors (Micromegas)Giomataris et al. (1996). Additionally, there is a8

proposal to integrate a high-density pixelized CMOS ASIC (Medipix2/Timepix) with9

a GEM or Micromegas gas amplification stageColas et al. (2004).10

In the early 2000s, several small Time Projection Chamber (TPC) prototypes11

were constructed to investigate different aspects of Multi-Wire Proportional Cham-12

ber (MWPC), GEM, and Micromegas readout technologies. Measurements were13

conducted on ion feedback and spatial resolution across various gas mixtures. The14

findings revealed that the MWPC readout was not a viable fallback solution for the15

ILC TPC, as its spatial resolution was significantly compromised by E × B effects16

in the proximity of the wire planesAckermann et al. (2010). On the contrary, a17

pivotal demonstration affirmed that a TPC with a MPGD readout could maintain18

stable operation and successfully meet the design objective of achieving a spatial19

resolution of 100 µm under a strong axial magnetic field of 3.5 T. Furthermore,20

simulations, corroborated by a beam test, revealed that the resolution target could21

not be attained with a Micromegas featuring millimetric pads. This limitation arose22

from the excessive localization of the avalanche, hindering the formation of a reliable23

barycenter Arogancia et al. (2009). Consequently, the imperative for charge spread-24

ing was established, leading to the development of a method based on a continuous25

resistive-capacitive network covering the anode array of pads26

Recent findings from a TPC prototype, positioned in a 1T solenoidal field and27

equipped with three independent GEM-based readout modules, have been reported28

in Attie et al. (2017). This paper provides a comprehensive overview of the inves-29

tigation involving a TPC with a Micromegas-based readout designed for the ILD30

conceptBehnke et al. (2020). The subsequent sections introduce the prototype and31

the test beam facility at DESY, outline the reconstruction methods employed, and32

present the outcomes of the test beam campaign.33
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2. Setup and Data Taking34

2.1. The DESY test beam facility35

Since 2008, the LCTPC collaboration has consistently conducted beam tests with36

a Large Prototype TPCBehnke et al. (2010). This prototype, an integral part of37

the EUDETEUD and AIDAAID projects, serves as shared infrastructure and is38

situated at the DESY II facilityDES. The facility encompasses a 1.2 T solenoidal39

superconducting magnet (equivalent to 0.2 radiation lengths) mounted on a movable40

table, complete with cosmic-ray and beam trigger systems, a gas distribution system,41

a Very High Voltage supply (up to 30 kV), and a field cage measuring 580 mm in42

length and 720 mm in diameter.43

The Large Prototype was specifically designed to assess various readout tech-44

nologies, including Micromegas, GEMs, and TimePix. Focusing on the Micromegas45

technology, 10 data-taking periods were conducted between 2008 and 2018. Notably,46

results based on a single module in 2010 demonstrated a remarkable 60 µm rϕ resolu-47

tion at zero drift distanceWang (2013), showcasing the effectiveness of the technology48

with 3 mm wide pads.49

2.2. Layout50

This paper presents results from the 2015 and 2018 data-taking periods, involving51

7 and 4 modules, respectively. The 7-module run aimed at evaluating the construc-52

tion and operation of a multi-module configuration, featuring a 2-phase CO2 cooling53

system for the electronics. The configuration and numbering of the 7 modules are54

shown in Fig. 1, showcasing a charged track traversing three Micromegas modules.55

Notably, the drift distance covers approximately 50cm under a magnetic field strength56

of 1T.57

In the 4-module run, modules 0, 3, 5, and 6 (as per the module numbering58

in Fig. 1) were chosen, facilitating tracks that traverse three modules. This run59

benefited from enhanced mechanics, enabling pad connections to electronic channels60

with an exceptional efficiency of 99.9%. Only 8 out of 6904 channels exhibited faulty61

electric contact, as two pads per module were utilized for connecting the mesh to62

ground or high voltage.63

Furthermore, this run served as a test to evaluate a lightweight space-frame end-64

plate. These multi-module runs provided an opportunity to conduct a comprehensive65

study on track distortions.66

2.3. Module description67

A keystone shape was selected for the modules to explore the complexity in-68

troduced by covering the circular endplate with concentric rows of modules. For69

4



Figure 1: A typical beam event display showing a charged particle traversing three ERAM modules.
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simplicity, all seven modules are identical, featuring an inner radius of 1430 mm and70

an outer radius of 1600 mm. The readout pad plane is divided into 24 circular rows,71

each containing 72 copper pads (refer to Fig. 1 for a sketch). The pads measure72

7 mm in length along the radial coordinate, while their width varies from 2.7 to73

3.2 mm from the innermost to the outermost layer. These 24x72 pads are connected74

through the PCB to twelve 300-point zero-force connectors. Six front-end cards,75

each equipped with four AFTER ASICs, are securely mounted on a stiffener. Each76

ASIC channel includes an amplifier-shaper. The signals are digitized by a 12-bit77

ADC, sampled using a Switched Capacitor Array with a depth of 511 time bins (at a78

frequency of 25 MHz for most of the collected data), consolidated, and transmitted79

via an optical link to the computer.80

The PCB is insulated with a 75 µm-thick layer, on top of which a Diamond81

Like Carbon (DLC)-coated kapton layer with a resistivity of 2.5 Mohm/sq is ap-82

plied. This stack forms a continuous resistive-capacitive circuit that disperses the83

deposited charge across the pad array. In the Encapsulated Resistive Anode Mi-84

cromegas (ERAM) configuration, a copper frame connects the border of the DLC85

layer to the high voltage potential. Gas amplification is achieved with a Micromegas86

fixed onto the PCB using the ’bulk’ technology, with a gap of 128 µm.87

In 2018, four ERAM modules were produced and subjected to testing. However,88

due to chemical runs occurring on the DLC layer after the application of the resistive89

sheet, the anode surfaces of the modules did not exhibit uniform quality. The module90

with the most favorable surface condition was positioned at the center and selected91

for the resolution study.92

2.4. Data taking93

The gas employed during these data collection periods consisted of a mixture of94

Argon, CF4, and isobutane in respective proportions of 95:3:2 by volume, flowing95

at a rate of approximately 50 l/hour. Oxygen content in the gas was continuously96

monitored and measured to range between 20 and 30 ppm in 2015, and below 6097

ppm in 2018. Water content was measured using a dew-point method and found to98

be around 120 ppm for most of the operational duration.99

In the majority of the collected data, the electron beam was parallel to the anode100

plane with a momentum of 5 GeV/c. The beam had a diameter of 4 mm r.m.s.,101

thereby covering approximately 3 pads. The trigger rate ranged from a few hundred102

Hz to 2 kHz, while the data acquisition rate was approximately 40 Hz, constrained by103

the readout time. Pedestals were subtracted online in the majority of runs. A total104

of 20,000 tracks were recorded at various z positions (every 50 mm), amplification105

voltages, peaking times, x positions of the beam, and azimuthal angles. Additionally,106
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Figure 2: The layout of a Micromegas module. A stainless-steel stiffener serves as a robust reference
for 300-point connectors, ensuring the Front End Cards remain in their correct positions.

data were collected at B=0 T for alignment purposes. During analysis, only events107

with a single track were considered, resulting in the rejection of approximately 50%108

of the events.109

The parameters of the readout electronics were selected as follows: a sampling110

frequency of 25 MHz, amplifier chain sensitivity of 30 fC per ADC channel, and111

peaking times of 100 ns, 200 ns, 400 ns, 500 ns, and 600 ns.112

The modules were effectively cooled using a flow of CO2 under 50 bars, circulating113

through 1 mm inner diameter steel pipes. Temperature monitoring of the Front-End114

Cards and the Front-End Mezzanine was conducted using probes installed on the115

boards. The temperature was successfully reduced from 60 degrees to 30 degrees.116

During the 2015 7-module setup, each module had an independent cooling loop,117

allowing for the closure of circulation in any module in the event of a leak. Conversely,118

in the 2018 4-module setup, a single loop was employed to cool all four modules.119
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3. Event Reconstruction120

The reconstruction of events and analysis of detector performance were conducted121

using the MarlinTPC software package Vogel et al. (2007), built upon the linear col-122

lider software framework Gaede (2006); Gaede et al. (2003). The event reconstruction123

involves several steps, including pulse finding, hit reconstruction via calibration of124

the pad response function (PRF), track finding and fitting, and bias correction.125

The analysis pipeline is applied to each run individually. Initially, pad amplitude126

and arrival time are computed from shaped pulses of each pad. These pulses are then127

aggregated into row-based clusters (hits), enabling calibration of the Pad Response128

Function (PRF) for the specific run. In the absence of external track measurements,129

the absolute position is estimated and corrected through an iterative process involv-130

ing PRF calibration and geometric corrections.131

Once the hits are constructed, along with their positions on the pad plane, timing,132

and total charge, bias corrections are derived for each pad row in the detector.133

Subsequently, after all necessary corrections have been applied, track finding and134

fitting algorithms are employed to calculate the detector’s resolution.135

3.1. Hit reconstruction136

Electrons generated in the drift volume of the TPC drift towards the anode.137

Passing through the gap between the MM mesh and the anode, they trigger an138

avalanche amplification process, generating a charge cloud. This cloud then drifts139

from the mesh towards the pad plane. Due to the narrow gap between the mesh and140

the anode, the width of this cloud is significantly smaller than the width of the pad.141

The selection of the RC values of the resistive anode is designed so that, on142

average, more than three pads in each row detect a signal from the charge dispersion143

across the 2D continuous RC network. These individual signals registered on the144

pads are referred to as pulses. Subsequently, a row-based clustering algorithm is145

employed to group several adjacent pulses within a pad row into a cluster, referred146

to as a hit.147

The electronic noise is evaluated individually for each pad during dedicated runs148

recorded without beam. The mean of this noise defines the pedestal, while the width149

of the noise determines the threshold, typically set at 4.5 σ, for zero suppression in150

the readout electronics.151

Any dispersed charge exceeding this threshold on individual pads is digitized at a152

sampling frequency of 25 MHz. To capture the complete time evolution of the signal,153

13 time bins before and 12 time bins after the second threshold crossing are stored.154

Pulsed signals from neighboring pads within a row are combined into a single hit if155

they fall within a time window of 1 µs relative to the time of the largest pulse. The156
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charge of each pulse is calculated as the ADC counts in the maximum bin across the157

entire range.158

To estimate the track position, the relative fraction of charge observed by pads159

is fitted using the Pad Response Function (PRF) Dixit et al. (2004). However, this160

initial estimation is subject to bias due to non-uniformities in the anode RC-network161

and geometric effects of electric and magnetic fields at the anode plane. In the162

absence of external track measurements, an iterative process of PRF calibration is163

employed. This process begins with an initial guess of the PRF parameters and relies164

on the internal consistency of the data to ensure the selection of an appropriate PRF.165

The PRF is characterized as the normalized charge (Q/Qmax) plotted against the166

track position xtrack relative to the pad position xpad. Its parametrization involves167

a combination of Gaussian and Lorentzian functions, as introduced in Shiell (2012),168

defined as follows:169

PRF(x, r, w) =
exp

(
− 4 ln(2)(1− r)

x2

w2

)
1 +

4rx2

w2

(1)

Here, x = xtrack − xpad, while r and w denote mixing and width parameters, respec-170

tively. Fig. 3(left) illustrates the typical distribution of the Pad Response Function171

(PRF) under a drift field of 230V/cm and a drift distance of 50mm. The magnitude of172

charge dispersion is determined by fitting it with the function defined in Eq. (1). The173

half-width at half maximum (FWHM) of the PRF measures approximately 1.7 mm,174

although this varies depending on the pad’s location on the PCB.175

Fig. 3(right) displays a map of the FWHM of the fitted PRF. This non-uniformity176

arises from the manufacturing process of the resistive surface via sputtering and could177

potentially be improved in future production iterations.178

The hit’s time is determined by the largest pulse within it, identified from the179

inflection point on the rising edge of the pulse. This inflection point is derived from180

fitting the rising edge of the signal. Time information from neighboring pulses is181

disregarded as they consistently occur later than the central pulse, attributed to182

charge dispersion in the resistive anode. The hit’s charge is computed by summing183

the charges of all pulses contributing to it.184

3.2. Track reconstruction and selection185

The track finding process relies on reconstructed hit information and employs186

an iterative triplet algorithm Kleinwort (2014). Hits situated in adjacent rows are187

grouped into triplets. Each triplet within a module forms a segment corresponding188
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Figure 3: (Left) Normalized charge as a function of x at a drift field of 230 V/cm and a drift distance
of 50 mm. The red curve represents the fitted PRF defined in Eq. (1). (Right) Fitted half-width
at half maximum (HWHM) of the PRF across the central module at a drift distance of 50 mm.

to that module, taking into account the position and direction of each triplet. These189

segments are then merged across modules to construct a track candidate.190

While several track fitting algorithms are available in the MarlinTPC framework,191

they yield nearly identical results regardless of the presence or absence of a magnetic192

field, owing to the low material budget Mueller (2016). Specifically, a straight-line193

model is used for data acquired at 0 T magnetic field, whereas a helix model is194

applied for data collected with a magnetic field. Track parameters are determined195

by fitting all identified hits assigned to a track. Further details on the reconstructed196

track parameters can be found in Kraemer (2006).197

Combining all three modules allows for a maximum of 72 hits to be reconstructed198

on a single track, corresponding to the number of rows crossed by a track. Notably,199

the modules installed into LP1 feature no dead pads within the fiducial area of pass-200

ing tracks. To ensure high-quality reconstruction, only tracks with the maximum201

number of rows, including both the innermost and outermost rows, are considered.202

For further refinement, only tracks falling within the range of [−0.04,+0.02] radians203

in local ϕ impact angle are included in the analysis. This range corresponds to a 2.5σ204

deviation around the peak of the ϕ distribution. Additionally, events containing more205

than one reconstructed track are excluded from the analysis to avoid contamination206

by tracks originating from interactions with the magnet or field cage wall. Occasion-207

ally, pulse charge saturation occurs due to the relatively large contribution of δ-rays.208

However, tracks containing hits composed of saturated pulses are not excluded from209

the analysis to prevent overestimation of the real detector’s performance. Unless210
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stated otherwise, no further selection criteria are applied in the subsequent analyses.211

3.3. Bias correction212

Local inhomogeneities in the construction of the resistive anode assembly intro-213

duce position-dependent systematic biases in each row. While the PRF effectively214

accounts for real charge distribution and mitigates S-curve effects, residual oscil-215

lations of approximately 100 µm periodically occur when using the PRF position216

estimator. Consequently, localized variations in resistive anode properties result in217

systematic errors in track position measurement.218

To address this issue, biases are quantified and corrected before calculating res-219

olution. Row-by-row corrections, represented by average residuals, are computed220

relative to the distance from the center of the leading pad normalized to the pitch221

w .222

Fig. 4 illustrates the typical residual distribution as a function of (x − xpad)/w,223

showcasing the effectiveness of the bias corrections.224
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Figure 4: Residuals plotted against the distance between the hit and the center of the pad, expressed
in units of pad width, (x − xpad)/w. Black and red dots represent the data before and after bias
corrections, respectively. This plot illustrates the distribution for module 3 and row 18 at a drift
distance of 50 mm, with similar distributions observed across other rows.

3.4. Module alignment225

For module alignment, track parameters are extracted using a General Bro-226

ken Lines (GBL) fit Kleinwort (2012, a), a method mathematically equivalent to227

11



a Kalman filter. The GBL approach enables direct utilization of the Millepede II228

Blobel (2006); Kleinwort (b) toolkit for track-based alignment and calibration. In229

the case of data taken at a 0 T magnetic field, a straight line is employed as the230

track model.231

To optimize statistical precision, alignment primarily relies on data satisfying232

stringent track quality criteria, recorded under 0 T magnetic field conditions. Mille-233

pede II conducts an iterative minimization of the track χ2 concerning rotations and234

translations of the modules, with the central module serving as a reference. Only235

tracks traversing all three modules are considered, while the three inner and outer-236

most pad-rows are excluded from the GBL track fit to mitigate biases stemming from237

local field distortions. Accurate determinations are achieved for translations along238

rϕ and rotations around the z-axis. Notably, our alignment algorithm is insensitive239

to translations along the z-direction or the beam direction. The iterative procedure240

continues until all alignment parameters fall within their uncertainties.241

Table 1 illustrates the convergence of alignment parameters for the upper and242

bottom modules after four iterations. It is essential to note that, although the mod-243

ules are assumed to be flat, metrological measurements suggest a potential sagging244

of up to 200 µm.245

Table 1: The table presents alignment correction parameters after the first and fourth
iteration. Each set of parameters is applied to update the geometry model in the
corresponding iteration.

parameter 1st-iteration 2nd-iteration 4th-iteration
module01) ∆x [µm] −763.8 ± 9.5 −37.6 ± 9.4 0.8 ± 9.4
module0 ∆y [µm] 143.8 ± 7.9 −83.4 ± 7.3 1.2 ± 7.4
module0 Rot z [µrad] −85.8 ± 4.9 51.0 ± 4.6 −1.0 ± 4.6
module51) ∆x [µm] 1004 ± 9.5 111.1 ± 9.4 −20.0 ± 9.5
module5 ∆y [µm] −1929 ± 6.7 30.2 ± 6.7 −8.5 ± 6.7
module5 Rot z [µrad] 1515 ± 4.7 −11.5 ± 4.6 5.1 ± 4.7
1) Module 0 and Module 5 denote the modules installed in the upper

and lower positions, respectively, relative to the central module.

4. Results246

4.1. Reconstruction efficiency247

The reconstruction efficiency of a track-associated hit is evaluated for each pad248

row to assess the detector’s response and the overall reconstruction chain. The249
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efficiency is defined as follows:250

efficiency =
Number of actual hits

Number of expected hits
. (2)

To estimate the ”Numberofexpectedhits” for a specific pad row, the corresponding251

row is excluded from the reconstruction chain. Fig. 5 illustrates the hit reconstruction252

efficiency of each pad row for tracks traversing parallel to the pad row, at two different253

drift lengths of 35 mm and 555 mm under a magnetic field of 1 T.254
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Figure 5: The hit reconstruction efficiency along a track crossing three Micromegas modules. Black
and red points represent data at drift lengths of 35 mm and 555 mm, respectively. Small drops
correspond to the locations of the pads connected to the mesh.

A significant dip is observed near the last row, attributed to the presence of255

pads with externally provided potential. Some minor degradation in reconstruction256

efficiency is noted in pad rows located closer to the module’s outer edge, although257

this effect is relatively small compared to other pad rows and falls within statistical258

error margins. This may arise from the considerable distortion of the electric field259

caused by misalignment between the module and the outer field cage, as will be260

discussed later.261

The reconstruction efficiency of track-associated hits for the longer (shorter) drift262

distance averages at 99.3± 0.2% (99.1± 0.2%) across all three Micromegas modules,263

without excluding any pad rows.264
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4.2. Drift velocity265

Prior to evaluating the detector’s performance, it is essential to estimate reference266

parameters including the zero-drift time t0, the initial position of the moving stage267

z0, and the drift velocity vdrift. These parameters, along with their respective errors,268

are utilized as inputs for the subsequent studies.269

To determine t0 and z0, hit time measurements were conducted for two drift field270

configurations. These measurements yielded drift velocities and a single intersection271

point corresponding to the zero-drift time t0 and the initial position of the moving272

stage z0. Fig. 6 illustrates the relationship between the positions of the moving stage273

and the mean values of the hit time measured with the central module. Table 2274

summarizes the measured values of t0, z0, and vdrift in different run periods, along with275

simulated values obtained using Garfield++Veenhof, which interfaces with Magboltz276

version 9.0.1Biagi (1999).277

The drift velocities observed in the measurement and simulated with consistent278

gas properties exhibit a good agreement. Additionally, each t0 and drift velocity279

estimated by different modules are consistent within their respective statistical errors.280

The table also includes Dt and Dl, denoting the transverse and longitudinal diffusion281

constants, respectively. These values are crucial for extracting detector parameters282
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Figure 6: The plot illustrates the calibration of the relationship between the position of the moving
table and the arrival time of ionized charges at the module. The intersection point provides the
timing of the zero-drift.
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Table 2: The table presents the estimated reference parameters and drift velocity measured
with the central module in various run periods, along with the corresponding gas conditions
provided below. Ed denotes the set value for the drift field. vsim, Dt, and Dl represent
simulated values obtained using Magboltz version 9.0.1 Biagi (1999).

B1) z0 t0 Ed vmeas
drift vsimu

drift
2) Dt, Dl

3)

[T] [mm] [µs] [V/cm] [mm/µs] [mm/µs] [µm/
√
cm]

1 25.3±3.0 0.61±0.05 140 57.78±0.10 57.7 74.9, 309
230 75.75±0.13 75.5 93.6, 230.0

0 27.4±3.0 0.65±0.05 140 57.98±0.10 57.2 309, 309
230 75.85±0.13 75.2 308, 230

1) Conditions during the data taking : temperature: 16 ◦C, system pres-
sure: 1015 hPa, H2O: 100 ppm, O2: 60 ppm.

2) Statistical errors are negligible.
3) Statistical errors are at the 1% level.

4.3. rϕ and z resolution283

The track reconstruction, as detailed in the previous section, was carried out284

for both scenarios: using only the central module and combining all three modules,285

allowing for a comparison of module dependencies. Additionally, track selection286

criteria were applied following the descriptions provided earlier.287

Fig. 7 (left) shows the spatial resolution σrϕ at a short drift distance of about 50288

mm as a function of the potential difference ∆V between the resistive anode and the289

micro-mesh. It’s evident that both too small and too large potential differences lead290

to degraded spatial resolution due to inadequate avalanche charge or an increase291

in the number of saturated pulses associated with hits from tracks. At a ∆V of292

380 V, approximately 13.9±0.6% of all pulses included in the hit are saturated. A293

∆V of around 370 V appears to be optimal for detector operation with T2K gas,294

corresponding to a gas gain of roughly 1800 Wang (2013). The ratio of saturated295

pulses with a ∆V of 370 is approximately 4.6±0.4%. Although 360 V also seems to296

be suitable, a larger ∆V is chosen for operation to minimize gas gain fluctuation,297

which decreases with larger electric fields according to simulations Zerguerras et al.298

(2015).299

In Fig. 7 (right), the rϕ and z resolutions at a short drift distance of about 50300

mm are plotted against the peaking time. At smaller peaking times, amplifier noise301

tends to be higher and the collection efficiency of electrons decreases, resulting in a302

slight improvement in the rϕ resolution with larger peaking times. As the width of303
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the time distribution is proportional to the shaping time, the z resolution shows a304

linear increase with the peaking time.305
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Figure 7: Left: Spatial resolution as a function of the potential difference ∆V between the resistive
anode and micro-mesh. Right: Dependence of the rϕ and z spatial resolution on the peaking time
of the electronics.

As described in a later paragraph, the innermost few pad rows on the lower306

module and a couple of central pad rows on the upper module exhibit relatively worse307

spatial resolution. This is attributed to both misalignment of electrodes within the308

field cage and the inhomogeneity of the resistive anode. Therefore, for performance309

estimation, only the central module is considered.310

Fig. 8 and Fig. 9 show the spatial resolution σrϕ and z resolution σz for drift311

fields of 140 and 230 V/cm, respectively, at magnetic fields of 0 and 1 T. Each drift312

length is determined by measuring hit time and propagating its error: zmeasure =313

(tmeasure − t0) · vdrift. Each data point represents the average value of all 24 pad-rows314

in the module. The overall behavior of the resolutions is fitted with the following315

asymptotic resolution function, which can extract parameters describing the detector316

performance.317

σ2
rϕ/z = σ2

rϕ0/z0 +
D2

t/l

Neff

· z (3)

Here, Dt and Dl represent the transverse and longitudinal diffusion constants,318

respectively, while Neff denotes the effective number of electrons contributing to the319

coordinate measurement. σrϕ0/z0 are constant terms influenced by electronic noise,320
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Figure 8: The rϕ and z resolution as a function of the measured drift length, for B=0 T. The black
and blue colors show two different drift fields of 140 and 230 V/cm. The points are an average over
24 pad rows of the central module.

finite mesh pitch, and delta rays. At B=0, the contribution from delta electrons321

increases due to long-range emission from the track. Thanks to charge dispersion322

and a low electronic threshold, each hit typically involves more than three pads per323

row, even at the shortest drift lengths.324

In Fig. 8 (left), the overlapping resolution for the two drift field values is attributed325

to the fortuitous equality of the diffusion constant for these fields at B=0. It’s worth326

noting that the fit quality is not perfect at large drift distances, especially at B=0,327

possibly due to electron loss resulting from the exclusion of side pads in the time328

determination.329

The estimated Neff for both fields are 22.7 and 24.7, respectively, which align well330

with values obtained from numerical simulations Kobayashi (2006), suggesting Neff331

with argon-based gas to be within the range of 22–28. However, it’s important to332

note that the fitted functions do not perfectly align with the data, particularly at333

long drift distances, indicating that the given Neff may be slightly underestimated.334

This discrepancy suggests that the resolution distribution with the charge dispersion335

technique cannot be fully described by the simple asymptotic function due to factors336

such as entanglement of dispersion and threshold effects.337

The z resolution shows good agreement with the data across the measurement338

range. Neff for the field of 230 V/cm is 27.7, which is nearly consistent with the339

rϕ resolution. However, for the field of 140 V/cm, Neff is half compared to that of340

230 V/cm. This discrepancy suggests that not all charge in the corresponding pad-341

row is utilized for time estimation due to the larger diffusion constant and the time342

estimator method, which employs the Gaussian inflexion method by fitting the rising343
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Figure 9: The rϕ and z resolutions plotted against the measured drift length, with B=1T. The
black and blue colors represent two different drift fields of 140 and 230 V/cm, respectively. The
points represent averages over 24 pad rows of the central module.

edge of the pulse. The smaller Neff in this case implies a difference in the number of344

primary electrons used for time estimation.345

The two plots depicted in Fig. 10 show the spatial and z resolutions in each pad346

row with track reconstruction using three modules. It’s evident that the spatial347

resolution at the module boundary deteriorates relatively due to charge loss arising348

from distortion of the electric field. The innermost rows, facing the electric strips349

of the field cage, are significantly impacted by misalignment of the module towards350

the strips along the z direction. Additionally, in the outermost module, the spatial351

resolutions in the central pad-rows suddenly drop. This could be attributed to the in-352

homogeneity of the charge dispersion, as observed in the HWHM of the charge spread353

distribution of the corresponding pad-row. In contrast, the z resolution maintains a354

flat response across the modules.355
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4.4. rϕ and z distortion356

One of the primary motivations behind the latest test beam campaign was to357

demonstrate that the new high-voltage (H.V.) scheme, known as the encapsulation358

H.V. scheme, can effectively reduce track distortions. Fig. 11 and Fig. 12 show359

the behaviors of track distortion in rϕ and z coordinates across the pad-rows. The360

distortions, denoted as ∆rϕ/z, are defined as the residuals between a track and the361

hit position associated with that track: ∆rϕ/z = trackrϕ/z− hitrϕ/z.362
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Figure 11: The plots display the mean residual in rϕ across three modules, plotted against the row
radius. Left: B=0, Right: B=1 T.

Fig. 11 shows the distortion of ∆rϕ under magnetic fields of 0 and 1T, demon-363

strating the application of module alignment in the data as well. To highlight the364

encapsulation scheme, results from the 2015 beam test campaign at DESY with stan-365

dard resistive-anode MicromegasBhattacharya (Date: 10/12/2015,D) are overlaid on366

the plots. In the 2018 data at B=0T, module alignment corrections have smoothed367

out the distortions at module boundaries, although some residual distortions remain368

due to slight module deformation. The improvement in track distortion under the369

1T magnetic field is significant, with a reduction factor of 20 from the 2.0 to 0.1 mm370

level at the module boundaries.371

Fig. 12 similarly depicts the track distortion in z. The magnitude of the distortion372

near the module boundaries is reduced from approximately 2.0 mm to 0.5 mm level.373

Even with the ERAM module in 2018, the distribution exhibits a mountain-374

like shape over the module. This shape may arise from slight deformation of the375

module toward its center, as well as field distortion around the module boundary.376

The former leads to an enlarged drift distance in the central part, resulting in lower377

electric field strength and slower drift velocity. The latter causes distortion of electric378

field lines, compelling drifting electrons to cover a longer distance. Consequently,379
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∆z demonstrates the mountain shape. Untangling these overlapping influences is380

challenging, and a dedicated study is necessary.381
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Figure 12: The mean residual in z across the three modules. On the left is B=0, and on the right is
B=1 T. The data from 2015 is represented in blue, while data from 2018, with the new grounding
scheme, is depicted in red.
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4.5. dE/dx Resolution382

The charge generated by primary electrons is accumulated per pad-row and ag-383

gregated into a hit. This leads to a hit charge distribution resembling a Landau384

function, commonly known as a straggling function. Because of its asymmetric na-385

ture, the direct mean value <dE/dx> of the distribution is not an ideal estimator386

for energy deposition. Therefore, the hit charge distribution is symmetrized through387

truncation, a method traditionally referred to as truncated mean. The dE/dx reso-388

lution is then defined as σ<dE/dx>/<dE/dx>, assuming a Gaussian-like distribution.389

To determine the optimal truncation, the dE/dx resolution is evaluated while390

varying the percentage of truncation. Empirically, truncating the highest 30% and391

retaining the lowest 70% yields the best dE/dx resolution. Since gas gain variation392

from pad-row to pad-row across the detector does not impact the resolution, gain393

correction is unnecessary Shoji (2018). Furthermore, it is observed that the resolution394

remains unaffected by drift length under conditions of minimal diffusion, where the395

charge localization is significantly smaller compared to the pad height.396

To accommodate a larger TPC size with a substantial number of hits and to esti-397

mate the dE/dx resolution, extrapolation was performed by connecting tracks across398

a few events until a sufficient number of hits were utilized. Fig. 13 illustrates the399

dE/dx resolution as a function of the track length, derived from a single run com-400

prising 10,000 events. A power-law function is fitted to the data points, revealing401

an exponent parameter κ consistent with −0.5. This observation suggests that the402

overall behavior closely aligns to the statistics of the number of independent sam-403

plings. The achievable dE/dx resolution for a Micromegas-TPC with an arm length404

of 1440 mm and a pad height of 7 mm is determined to be 4.82± 0.41 %.405

4.6. The track angle effect406

In the context of Linear Collider applications, our primary objective is to achieve407

the utmost point resolution for radial high-momentum tracks emanating from the408

interaction point. In the radial alignment of pads, these tracks are perpendicular to409

the pad rows. Nonetheless, the resolution experiences degradation when the local410

angle between the pad axis and the track deviates from 0, owing to cluster size411

fluctuations in ionization.412

To quantify the magnitude of this effect, we conducted experiments with the TPC413

azimuthally rotated from −20◦ to +10◦. As shown in Fig. 14, the distribution of σrϕ0414

is presented as a function of the measured local ϕ within each pad-row on the central415

module. Different colors represent various ϕ settings. Given the fan-shaped structure416

of the readout pad-row on the module, the measured ϕ values vary depending on the417

location of the pad-row within the module.418
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Figure 13: The dE/dx resolution as a function of the track length. The red line represents a power
law fit to the data.

In reference Kobayashi et al. (2014a), the spatial resolution for inclined tracks is419

thoroughly examined. The constant term of the spatial resolution σX0 is influenced420

by two factors: the intrinsic resolution for tracks parallel to the readout pad-row and421

the contribution from the track angle effect, expressed as422

σ2
rϕ0 = σ2

rϕ00 +
h2 · tan2 ϕ

12
· cosϕ
N̂eff

(4)

Here, σX00 represents the intrinsic resolution, parameterized by several contribu-423

tions (refer to Kobayashi et al. (2014b)), including the charge dispersion in the case of424

a resistive anode. The variables h and ϕ denote the pad height and azimuthal angle425

with respect to the normal to the pad row. N̂eff stands for the effective number of426

clusters collected by a specific pad row over the pad height, distinct from the effective427

number of electrons Neff characterizing ionization fluctuations (Eq.eq420). It’s cru-428

cial to note that N̂eff is anticipated to be independent of the drift distanceYonamine429

et al. (2014).430

The measured points closely align with the expected function across variations431

in the pad-row locations. The estimated parameters, σ00 and N̂eff, are 79.3± 0.3µm432

and 4.80±0.04, respectively, considering a measured drift length of about 50±4 mm.433
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Figure 14: The rϕ resolution plotted against the measured local ϕ relative to the normal to the
pad row. Each color represents data obtained at a specific TPC angle setting. Each data point
corresponds to a distinct pad row, with a fixed drift distance of 50 mm.

Given a readout pad height of 7.0mm, the anticipated effective number of clusters434

is approximately 5.1, assuming a Polya function parameter of 0.5 Kobayashi et al.435

(2014b). The measured N̂eff of 4.80 closely aligns with the expected value mentioned436

in the paper, and the σ00 of 79.3 µm is also in close agreement with the measured437

spatial resolution for parallel tracks along the pad-row direction.438

4.7. Systematic uncertainty439

The systematic uncertainty originating from the track reconstruction chain was440

explored by varying the reconstruction parameters essential for hit and track re-441

construction. The observed relative variation in detector performance, including rϕ442

and z resolutions, was found to be approximately 0.6 %. This minimal fluctuation443

allows us to consider the resulting systematic uncertainty from the reconstruction444

chain as negligible. It is worth noting that the dominant contributors to the sys-445

tematic uncertainty in the detector performance are the track selection criteria and446

module-to-module differences arising from the inhomogeneity of the charge spread,447

as discussed in the following section.448

The inclined track rejection cut is pivotal in assessing overall performance, as449

a stringent cut ensures the extraction of high-momentum tracks exclusively. To450
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estimate the robustness of this cut, we expanded the accepted window from 2.5 to451

5.0 σ. We found that the fluctuation attributed to this cut remains below 2.0452

4.8. Extrapolation of point resolution to MIPs in the ILD configuration453

Figure 15 illustrates the extrapolation of the point resolution in rϕ to a magnetic454

field of 3.5 T and a drift length of 2.35 m, as anticipated for the ILD detector.455

The extrapolation relies on a simple empirical function from equation 3, with values456

for σrϕ0 and Neff obtained from the fit to the measured resolution. The transverse457

diffusion constant at 3.5 T is determined using a Magboltz simulation. The 1σ error458

bands are determined by the uncertainties in the fit parameters, i.e Neff varies from459

22 to 28 for the fitted value of 24.7. It is evident that achieving the necessary point460

resolution of 100 µm across the entire drift length in the ILD TPC is feasible when461

stringent control is maintained over gas quality, and impurities are minimized462
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Figure 15: The extrapolation of the performance based on the simple empirical formula. Neff:22-28
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5. Conclusion463

Tests were conducted on a Time Projection Chamber (TPC) prototype equipped464

with Micromegas detectors, utilizing a resistive anode for efficient charge sharing465

among pads. To address field distortions, reduce electronic noise, and enhance gas466

gain flexibility, a novel high-voltage scheme was proposed. This scheme involves467

encapsulating the anode and setting it at a positive high voltage, while grounding468

the amplification mesh.469

This paper presents the comprehensive test results of the Encapsulated Resistive-470

Anode Micromegas detector, performed with a 5 GeV electron beam, demonstrating471

an excellent resolution. The data obtained with the encapsulated resistive anode472

and the grounded mesh showcased a remarkable one-order-of-magnitude reduction473

in track distortions in both rϕ and z compared to the standard scheme. Rigorous474

control of the production process is essential to ensure detector performance.475

To extrapolate the resolution in high fields, a simulation was conducted. The476

simulation reasonably reproduced data taken under a 1T magnetic field and predicted477

a spatial resolution of around 100µm at a drift length of 2m in a 3.5T magnetic field.478

In conclusion, the Encapsulated Resistive-Anode Micromegas detector meets the479

performance requirements for the central tracker of ILD.480
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