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Strategies, past and future

ESPP update 2018-19: The challenge for the EPSS update:
 Higgs factory next — project studies
« FCC feasibility study

* R&D on technologies and projects ILC very

mature, in
Japan, also
Snowmass 2021-23 provided(s) an opportunity for CLIC mature, possible at

formulating new ideas, updated reports, overviews CERN
and summaries — for the US and worldwide.

Many ideas, from mature to concepts. C3 progressing
fast, HALHF
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Abstract

The Snowmass'2] Implementation Task Force has been established to evaluate the proposed
future accelerator projects for performance, technol 1i hedule, cost, and envi
tal impact. Corresponding metrics has been developed for uniform comparison of the propoesals
ranging from Higgs/EW factories to multi-TeV lepton, hadron and ep collider facilities, based
on traditional and advanced accelerati ies. This report d the metrics and
and presents evaluations of future colliders performed by Implementation Task Force.
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https://arxiv.org/pdf/2208.06030.padf
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new concept,
Energy
Recovery
concept(s)

LC at CERN

Reminder: a LC can be upgraded in
length and technology


https://arxiv.org/pdf/2208.06030.pdf
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LC general considerations

reminder

Start with mature
Energy/Lum upgraded ete-

LHC followed by HL LHC

~2050-55

technology, can expand in
length and/or technology

Time

"' [Luminosity vs Energy of Future e'e Colliders
mm— FCCee, 2 IPs [arXiv:2203.08310]

== CEPC, 2 IPs [arXiv:2203.08451]

==« CEPC, 2 |Pg, lumi up, power priv, com.]
e ILC baseline [arXiv:2203.07622]

sme ILC luminosity upgrade [dito]

of mown ILC250 10 Hz operation [dito]

~| e CLIC baseline [arXiv:2203.09186]

CLIC luminosity Tritn]

1
Center-of-Mass Energy [TeV]

Increased luminosity with energy, e.g. 1-3
x 1034 cm=2s! for Higgs factories at 250
GeV, 6 x 1034 at 3 TeV.

Higher energies “natural” — 3 TeV studied
(for CLIC), but many TeVs challenging:
Power increases with energy and

luminosity
Reach up to 50km

Higher energy means smaller beams

T T T LEN S S |
AC Power vs Energy of Future ¢'e Colliders
. | wmemm FCCee, 2 IPs [arXiv:2203.08310)
.| m——= CEPC, 2 IPs [arXiv:2203.09451] 2
ssms CEPC, 2 IPs, lumi up, power priv. com.] .
== ILC baseline [arXiv:2203.07622]
* s+ ILC luminosity upgrade [dito]
s ILC250 10 Hz operation [dito] —
wsiies CLIC baseline [arXiv:2203.09186)
«w « CLIC luminosity upgrade [dito]
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and increasingly important beam-beam

effects.



LC physics opportunities - reminder

arXiv:2206.08326

precision reach on effective couplings from SMEFT global fit

| HL-LHC S2 + LEP/SLD Bl CEPC Z;00/WW;/240GeVso | M || Il CLIC 380GeV, . VuC 3TeV,
|(combined in all lepton collider scenarios) | ll CEPC +360GeV, [} ILC +35{}Ge\f0 2+500GeV, | IMCLIC +1.5TeV,5 -MuC 10Te\.-"
Free H Width MW ILC +1TeV;y wiGiga-Z | Il CLIC +3TeVs .MuC 12569\.-"0 02+10Te\."10
» 1l no H exotic decay subscripts denote luminosity in ab™', Z & WW denote Z-pole & WW threshold 10_2
g
s 2
=] -1 3
s 10 5 1 0 o
o I @]
% N R
B 107 1 0
T f
1072, 10-5
10_4 10—5
ZZ ww
o9} 694
" 107", T I 1107
[ 1 I
S i | =
= e
s @
3 102 102 8
% i 3 o
S et
I 7]
1073 — 1073

ag bb T HH
H H o9y H oy

e+e- colliders show very comparable performance for standard Higgs
program, despite quite different assumed integrated luminosities =>
longitudinal beam polarization an important factor for LCs

» several couplings at few-0.1% level: Z, W, g, b, T

« some more at ~1%: vy, C


https://arxiv.org/abs/2206.08326
arxiv:2206.08326

A physics-driven, polarised operating scenario for a Linear Collider

250 GeV, ~2ab-1:

Z pole, few billion Z's: EWPOs 10-100x better than today

precision Higgs mass and total ZH cross-section
Higgs -> invisible (Dark Sector portal)

basic ffbar and WW program

optional: WW threshold scan

350 GeV, 200 fb-1:

precision top mass from threshold scan

500...600 GeV, 4 ab-1:

Higgs self-coupling in ZHH

top quark ew couplings

top Yukawa coupling incl CP structure
improved Higgs, WW and ffbar

probe Higgsinos up to ~300 GeV

probe Heavy Neutral Leptons up to ~600 GeV

800...1000 GeV, 8 ab-1:

Higgs self-coupling in VBF

further improvements in tt, ff, WW, ....

probe Higgsinos up to ~500 GeV

probe Heavy Neutral Leptons up to ~1000 GeV
searches, searches, searches, ...

LHC followed by HL LHC

Today 2040 ~2050-55 Time

Beyond collider:

 |LCX — e.g. beam-dump experiments,
dark sector physics, light dark matter,
strong QED (ILCX workshop)

« Test and R&D beams for detector and
accelerator studies

Bunch

nch N
Bunc 2 Compressor

Compressor

E-3
E-6
eokw 60 kW

E+3 E+6
60kw 60kW
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From J.List/M.Peskin


https://agenda.linearcollider.org/event/9211/overview

Higgs Factory Detector Concepts

For LCs, bunches inside trains
* atlILC: Aty =554 ns; frep =5 -10 Hz
* at CLIC: Ato = 0.5 ns; frep = 50-100 Hz

Key requirements from Higgs physics:

- pt resolution (total ZH x-section o
a(1/pt) =2x10 *GeV' @ 1x10 / (pt sin "8)

-vertexing (H — bb/cc/1T)
a(do) <5 @ 10/ (p[GeV] sin’ 9) pum

-jet energy resolution (H — invisible) 3-4%

- hermeticity (H — invis, BSM) Omin = 5 mrad.
(FCCee: ~50mrad)

Determine to key features of the detector:

=~ CMS / 40

The lower collision rate enables

« passive cooling only => low material
budget

* triggerless operation

~ ATLAS / 2
~ATLAS / 3

- low mass tracker:
eg VTX: 0.15% rad. length / layer)
- calorimeters

- highly granular, optimised for particle flow
- or dual readout, LAr, ...

| Solenoidal Magnet

12.9m

From JL'St 15.1.2025 6



General goals for LCs:

Energy reach and flexibility:

* Physics opportunities from Z-pole to 1-2 TeV (maybe more later on)
* One can adapt — with limitations — cost, power versus E and L

« Allows to adapt to development in physics

Footprint, power and cost:

« Lower cost to get to Higgs and top than a circular machine

« Power similar to LHC, or lower, for initial configuration

* Footprint similar to LHC, CE cost risks therefore manageable

Provide many opportunities and increased flexibility for the future:

* Does not determine footprint of future energy frontier machines (hadrons
and muon), and it has its own upgrade opportunities.

« Encourage accelerator and detector R&D in all these areas



ILC — general updates and implementation
In Japan, with some considerations for a
CERN implementation (more later)



Interaction point

The ILC250 accelerator facility

Undulator based
polarized positron

Damping Ring

e+ Source

source

Bunches of ~10"? e+/e-

e- Main Linac

LCLSI i e

LCLS-Il + HE (under construction) -100 cryomodules

International Linear
Collider (ILC) (Plan)

Euro-XFEL

Operation started from 2017

ILC
-900 cryomodules
-8,000 cavities

-250 GeV (Pulsed)

@ KEK

-800 cavities
-35 + 20 cryomodules
-280 + 160 cavities Lo ey (sl @
-4+4GeV(CWy g Cormell cve
FNAL @
@ SLAC JLab INFN NAre
SHINE (under construction)

o -75 cryomodules
-~600 cavities

uuuuu

Quantity Symbol ~ Unit  Initial £ Upgrade Z pole Upgrades

Centre of mass energy NE] GeV 250 250 91.2 500 250 1000
Luminosity £ 10*%cm™2?s7! 135 2.7 0.21/0.41 1.8/3.6 54 5.1
Polarization for e~ /et P_(Py) % 80(30) 80(30) 80(30) 80(30) 80(30) 80(20)
Repetition frequency Jrep Hz 5 5 3.7 ) 10 4
Bunches per pulse Nbunch 1 1312 2625 1312/2625 1312/2625 2625 2450
Bunch population Ne 1010 2 2 2 2 2 1.74
Linac bunch interval Aty ns 554 366 554/366 554/366 366 366
Beam current in pulse Touke mA 5.8 8.8 5.8/8.8 5.8/8.8 8.8 7.6
Beam pulse duration tpulse IS 727 961 727/961 727/961 961 897
Average beam power Pave MW 5.3 10.5 1.42/2.84*)  10.5/21 21 27.2
RMS bunch length o, mm 0.3 0.3 0.41 0.3 0.3 0.225
Norm. hor. emitt. at IP Yéx pm 5 5 5 5 5 5
Norm. vert. emitt. at IP ey nm 35 35 35 35 35 30
RMS hor. beam size at IP ox nm 516 516 1120 474 516 335
RMS vert. beam size at IP oy nm 7.7 7.7 14.6 5.9 7.7 2.7
Luminosity in top 1% Loo1/L 73% 73 % 99 % 58.3% 3% 44.5%
Beamstrahlung energy loss OBs 2.6% 2.6% 0.16 % 4.5% 26% 10.5%
Site AC power Pie MW 111 128 94/115 173/215 198 300
Site length Lsite km 20.5 20.5 20.5 31 31 40

Parameters and plans for luminosity and
energy upgrades are available, including
information about relevant SCRF R&D for
such upgrades at (Snowmass input)



https://arxiv.org/pdf/2203.07622.pdf

ILC in Japan has a
certain run-plan, but
one can easily consider
higher luminosities and
higher energies earlier.

If starting with ILC
technology at CERN for
a LC this will certainly
be considered.

From J.List (link)

Increasing the number of bunches in a train, and adjusting to a CERN running year

n
o
o
o

W
o
o
o

Integrated Luminosity [fb™]

2000 |- >
@
3
2
]
1000 |- =
- Z
i E
ol C
0 5

cases a luminosity ramp up is foreseen

"o 4000

Integrated Luminosity [fb

—
o
o
o

L N JUURL NV NN [SUUULL AL SN DU AU UL AU L ]
| ILC, Scenario qu-stagedl: { :

- = ECM = 250 GeV
[ —— ECM =350 GeV | 5 ]
- —  ECM=500GeV EE ......... —
i Total number of Higgsf bosons in milli;ons i i

L NSV .S S . SO POV SO SO S, SO OO SO OO S
L ILC, Scenario H20-staged-lumiup-CERNyear

— ECM=250GeV

— ECM =350 GeV 5

3000 - — ECM=500GeV .............................. .......................... / ....... .
-<>Tola| number of Higgé bosons in millions 3 g

2000

Integrated Luminosity [fb]

B
(=]
(=]
o

3000

2000

—
o
o
o

L ILC, Scenario H20-staged-lumiup-CERNyear
- —— ECM =250 GeV | i
—— ECM = 350 GeV

| Energy Upgrade

LUV POV PO VY.

- ECM <500 GeV /_
_<>‘I‘otal number of Higgsﬁ. bosons in millions g ]
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Doubling the frequence to 10 Hz (~200 MW). Note that in all
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https://indico.cern.ch/event/1471891/contributions/6273113/attachments/2992904/5272566/jlist_LCVision_Scenarios_250109.pdf

Some recent ILC developments - |

ICFA

ILC International Development Team

Executive Board

Americas Liaison Andrew Lankford (UC Irvine)

Working Group 2 Chair Shinichire Michizans (KFK)
Working Group 3 Chair Jenny List (DESY)

Executive Board Chair and Working Group 1 Chair Tatsuya Nakada (EPFL)

Working Group 1
Pre-Lab Setup

Promoting the technological development of the International Linear Collider:

KEK Liaison Yasuhiro Okada (KEK)
Europe Liaison Steinar Stapnes (CERN)

Asia-Pacific Liaison Geoffrey Taylor (U. Melbourne)

Working Group 2
Accelerator

Working Group 3
Physics & Detectors

4 Twenty-eight research institutes participated in the ITN Information Meeting

15.1.2025

wee | 1 | Caityproduction | v v v v v v v v V. v v v v
SRF wee | 2 (Mdesign V J J V. V. J J J J V V
\Wpp 3 Crab cavity v v v v v v v
wWee | 4 E-source v v v v v
Wee | 6 Undulator target v V V v
wee | 7 | Undulatorfocusing v V V v
Sources wee | 8 Eriven target J v v v
wee | 9 Eriven focusing v v v
wee |10 E-driven capture V v v
\WPP 11 | Targetreplacement v
Wep | 12 | DRSystem design V v v v v v v
WPP 14 |DRInjectionfextraction| v/ v V v v
Nano-beams | wpp | 15 Final focus V % v % v V V
wep | 16 Final doublet v v v
wee | 17 Main dump v v v

Above: ILC Technology Network (ITN),

interest/capability matrix from 28
labs/universities

WPP
WPP
WPP
WPP
WPP
WPP
WPP
WPP
WPP
WPP
WPP
WPP
WPP
WPP
WPP

O 00 NOO P~ WN -

e
N o u»u BN RO

Cavity production
CM design
Crab cavity

E- source
Undulator target
Undulator focusing
E-driven target
E-driven focusing
E-driven capture
Target replacement
DR System design
DR Injection/extraction
Final focus
Final doublet
Main dump

European ITN studies are distributed over five main activity
areas:

ML related tasks

Sou

SRF and ML elements: Cavities and Cryo Module, Crab-cavities,
ML quads and cold BPMs (INFN, CEA, DESY, CERN, IJCLAB,
UK, CIEMAT, IFIC)

rces
Pulsed magnet and wheel/target (Uni.H, DESY, CERN)

Damping Ring including kickers

ATF

Low Emittance Rings (UK)

activities, final focus and nanobeams

+ ATS and MDI (UK, DESY, IJCLAB, CERN, IFIC)

Implementation

Dump, CE, Cryo — follow up efforts at CERN
Sustainability, Life Cycle Assessment (CERN, DESY, CEA, UK

groups)
EAJADE started (EU funding) (DESY, UK, CEA, CNRS, IFIC,
INFN, UHH, CERN) 11



Some recent ILC developments - |l

Shin-Aomori Station Kitakami

Pref;
P Preteciunst Station
bwate
Ichinoseki Stat
M wa-Esashi
tation
Sendai Station
y Sendai Airport

+ Tsukuba C
Tokyo 7

Station

H‘ ‘jRNalh Airport

Haneda Airport

Re-evaluate CFS costs for ILC in Japan

* Mountainous site -> mostly sloped access
tunnels

 CE based on NATM tunnelling method

(blast and spayed concrete)

Includes design updates from TDR/ILC-250

« Some tunnel and cavern extensions for
latest acc. and utility designs

Re-evaluated to 2024 National Cost Estimating

Standards

15.1.2025

Basic model of ILC community (setting design codes) [Vision2035 |
Sustainable community development Evolving City Planning
that coexists with forests and nature # | for the Next Generation
* Community of appropriate size (200-300/Uihits) Wooden ©® Growth management
* All wooden of community
* Green garden community (Returning development
profits to the community)

® Town Center Greenbelt and Agricultural coniple
- Commercial facility EORTEAY &0
* Hotel
* Business center

~\

® Incorporate
 cutting-edge
tec nolog
| . AiMobility
- Robot service / guidance

‘Areas where ILC-related
‘companies, medical care, |
y :education, robotics, Al
‘technology, etc. are
‘concentrated

® Local production and
local consumption of endf

* Solar heat plan \ G
* Unused biomass heat use I
P Unused waste heat recovery

@ B

> Ay g- Next generation mobility area
w‘ QA. ® Fully automatic operation (Level 4 or more)

@ eVTOL takeoff and landing

* Seamless transportation and logistics

Other
6%

. Vacuum
Instrumentation 2%

3%

Controls and
LLRF
5%

Magnets and

Power Supplies
%

SC material
2%

* People flow / logistics interlocking service |

Cost matrix, updating SCRF and CFS
(~75%), escalation and currency
updates for the rest (~25%)

The ILC implementation is extensively
studies in Japan, civil engineering,
integration locally, environmental impacts,
etc 12



oveshown | |LC250nCost-Update Evaluation

= update-ay180112, for MEXT-TDR-WG-180120 - ILC-Cost-Update-2024 Conhdentlal
Progress ILC500 (TDR) ILC250 ILC250- Escalation & ILC250-
Year-base 2012-base 2012-base 2017-base design-update 2024-base
Unit [MILC]- [MILC] JP-CFS JP-CFS
[MILC] ([Oku-JPY] [factor] [OkuJPY]
2017 2017
Year of work ~ report 2012 ~2013 TDR-b New JP-CFS
< Design
Acc. Tech. o e v
(except for SRF) 1,390 1,196 e
SRF_Tech. » [MILC]
(CM, HLRF, Cryog, ) 4,221 2,340 To be reported
CFS:CF 706 -Tobereported T 'To be reported
CFS:CE 1,014 —Tobereported To be reported  Bp [Oku-JPY]
CFS-Total 1,720 To be reporte
Sum 7,985 5,256

Comments on the ILC250 Cost-Update 2024

» The ILC250 cost increase of ~60%+ (in overall), in 2017 — 2024.

* It may be caused by the following origins:

« General (for all Conv. Acc., SRF, and CFS):
» Increase of 30 — 50 % because of inflation from 2017 to 2024,
+ SRF (specific):
* Increase of 8 ~ 10 % because of the 1/3 mass production, resulting unit cost-up

* Increase of 10 ~ 20 % because of integration of averaged cost in 2024, instead of cheapest cost in
TDR, and design updates and/or production cost changes.

+ CFS (specific):
* Increase of 20 — 40 % because of design update in JP specific site,
» dynamic change of exchange rates (in particular between USD/.EU and JPY)
+ Significant, material (Cu, SUS etc.) cost increase,

From report by A.Yamamoto (LINK)

For CERN (in progress):

« Redo CE costing (see later)

« Redo CF costing (EL, CV, etc)

« Use 2024 costing for all components in
their respective currencies, and change to
CHF with exchange rate (not PPP)

« Cost second IP

1CHF=1.10%


https://indico.cern.ch/event/1471891/contributions/6276927/attachments/2993176/5273406/LCV,%20Updating-ILCcost-Japan-250109a.pdf

CLIC at CERN



The Compact Linear Collider (CLIC)

« Timeline: Electron-positron linear collider at
CERN for the era beyond HL-LHC

DRIVE BEAM INJECTOR

* Compact: Novel and unique two-beam
accelerating technique with high-gradient room
temperature RF cavities (~20°500 structures at
LNN BEAM INJECTOR
DAMPING RINGS 380 GeV), ~11km in its initial phase

“.__BYPASS TUNNEL

“_INTERACTION REGION
DRIVE BEAM LOOPS

« Expandable: Staged programme with collision
energies from 380 GeV (Higgs/top) up to 3 TeV
(Energy Frontier)

.. DRIVE BEAM DUMPS

IURN AROUND
e CDR in 2012 with focus on 3 TeV.

Accelerating structure
prototype for CLIC: 12
GHz (L~25cm), 100
MV/m

* Project Implementation Plan in 2018 with
focus on 380 GeV for Higgs and top.

CLIC status and plans 15



Luminosities studies 2019-22, and continued

« Luminosity margins and increases
 Initial estimates of static and dynamic degradations from damping ring to
IP gave: 1.5 x 103 cm2 s o
« Simulations give 2.8 on average, and 90% of the machines above 2.3 x
10%*cm=2 st
» A “perfect’” machine will give : 4.3 x 103*cm=2 st
» In addition: doubling the frequency (50 Hz to 100 Hz) would double the
luminosity, at a cost of ~55% and ~5% power and cost increase
« Z pole performance, 2.3x10%2 — 0.4x103*cm=2 st
* The latter number when accelerator configured for Z running (e.g. early or 0 e
end Of first Stage) 0 50 100 150 200 250 300 350 400

. E.m [GeV]
« Gamma — Gamma collision luminosity spectrum on the right (example with 190
GeV e-beams)

0.08
0.06
0.04

L R

0.02

dL/dE,,, [10**cm™®s /GeV]

These numbers are already included (but 100 Hz only mentioned in passing, not in
tables) in the Snowmass report 2021. See link of previous slides.

CLIC status and plans — —— — 16



The CLIC ESPP update — |

Guidelines:

Preparing “Project Readiness Report” as a step toward a TDR
Assuming ESPP in ~ 2025-6, Project Approval ~ 2028, Project (tunnel) construction can start in

~ 2030.

Project summary for
Snowmass already include
* Energy scales: 380 GeV and 1.5 TeV with one drivebeam some of these changes, i.e.

e Present 100 Hz running at 250 GeV and 380 GeV (i.e. two parallel luminosity improvements, 100
Hz study is mentioned, the

power is updated for 380 GeV:
LINK

R Several important changes:

experiments, two BDSs) — some increased cost and increased power wrt to
one |P
* New run plan, 10+10 year for two stages (380 -> 1500 GeV) — with ramp-ups

» Several updates on parameters (injectors, damping rings, drive-beam) based

\\\\\

on new designs, results and prototyping (e.g. klystrons, magnets) - however
no fundamental changes beyond staying at one drivebeam

* Technology use examples, including more on use of them in other
projects (e.g. alignment, instrumentation, X-band RF is small linacs)

* Update costing and power — interplay between inflation and CHF

* Life Cycle Assessments

* More detailed prep phase planning (next 5-7 years)

CLIC status and plans 17


https://arxiv.org/pdf/2203.09186.pdf

The CLIC ESPP update - Il

Table 1.1: Key parameters of the CLIC energy stages.

CERNNon Fenged Land .

DRIVE BEAM OPTIO

e- mlect —1
RS

Sm:ﬂon A-J\ Section B-B

Parameter Unit Stage 1 Stage 2 /Stage 3
Centre-of-mass energy B Tl 10
Repetition frequency 50

Nb. of bunches per train 352

Bunch separation ns 0.5

Pulse length ns 244

Aceelerating gradient MV/m T2 T72/100 [ 72/100
Total luminesity 1x10Mem2s 1 2.3 3.7 5.9
Lum. above 99 % of /s 1= Tm—s——4-5 4

Total int. lum. per year fb~? 276 444 708
Main linac tunnel length km 11.4 29.0 50.1
Nb, of particles per bunch  1x10¢ 5.2 3.7 a7
Bunch length pm 70 44 44

[P beam size nm 149/2.0 ~60/1.5 | ~40/1
Final RMS energy spread % 0.35 0.35 0.35
Crossing angle (at IP) mrad 165 20 ko /

AEEEER NN *l[

DRIVE BEAM

T =T

. l

==

s

Add:

* 250 GeV
parameters

* 100 Hz running
for both 250 and
380 GeV

3 TeV: refer to
earlier reports



C3 and other options,
stand-alone but currently not site specific,
or now also being considered as upgrades

of Initial facility



C3 Accelerator Complex

E 1035 A SE NN TR A R I LN L I E
Vere o /o L ™ o o ei- B ol .:
v S V= © 2 Cu@45K
B = T e — — > = 0°F Hard CuAg#3 / E
K, } z 107 SoftCu__ 1
.............................. 3GeV e F 3
i © —al
3Ge —— o 107°F # -
) o - Hard Cu X {
.................... o <l
AAAAAAAAAAAAAAAAAAAAAA ¢ 107 Hard E
% 10-F CuAg#1 .
. o E 3
8 km footprint for 250/550 GeV CoM = R TR e - s 8

70/120 MeV/m Gradient [MV/m]

Large portions of accelerator complex . _
compatible between LC technologies Cabhill, A. D., et al. PRAB 21.10 (2018): 102002.

e Beam delivery / IP modified from ILC

(1.5 km for 550 GeV CoM), compatible | Scenario | ©* -250 | €% -550 | C* -250 s.u. | C% -550 s.u. |

w/ ILC-like detector Luminosity [x1034] 1.3 2.4 1.3 2.4

- - v Gradient [MeV/m 70 120 70 120

° Damp.mg rln_gs and injectors t.o be Effective Grad[ient [I/\/Ie]V/ m]| 63 108 63 108
optimized with CLIC as baseline Length [km] 3 3 3 3
Num. Bunches per Train 133 75 266 150
Snowmass paper: Train Rep. Rate [Hz] 120 120 60 60

https://arxiv.org/pdf/2203.07646.pdf Bunch Spacing [ns] 526 | 35 2.65 1.65
Bunch Charge [nC]| 1 1 1 1

Crossing Angle [rad)] 0.014 0.014 0.014 0.014

Single Beam Power [MW]| 2 2.45 2 2.45

Site Power [MW] ~150 ~175 ~110 ~125



https://arxiv.org/pdf/2203.07646.pdf

C3 recent developments and immediate plans

Injector

Liquid Nitrogen Insertion %
and Nitrogen Gas
Extraction

Demonstrate fully engineered cryomodu

~50 m scale facility
3 GeV energy reach

C23 Main Linac Cryomodule
9 m (600 MeV/ 1 GeV)

Cryomodule (-9 m)

Electron
Beam Out

- g
P vl
RF Source

Accelerating Siageti

Electron Beam In

Liquid Nitrogen Tank

Three C3 Cryomodules

QCM:

e Delivery of prototype quarter
cryomodule (QCM) expected Fall

2024

e Address Gradient, Vibrations,
Damping, Alignment, Cryo, etc

Liquid
Nitrogen

4. Boiler

o -
Spectrometer / Dump

C3 Prototype One Meter Structure

High power Test at Radiabeam



Alignment and Vibrations

Two-Phase Fluid Simulations

System level optimization essential for achieving performance
RF Structure Optimization

Vibration Measurements and Analysis @
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Beam Dynamics and Luminosity Studies

Compatible with ILC-like Detector

Ntounis, Gray, Vernieri

Studies ongoing towards ensuring target luminosity

Emittance Preservation with HOM Suppression The pair background savelopes for G are well contained within the beanvpipe.
xvsz
Damped / Damped- Pair Envelopes for C' - (3= 250 GeV. B= 5T
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SLATS cenieer Opportunities to Collaborate: DR, Bunch Compressor, BDS, ... 2



https://indico.slac.stanford.edu/event/9113/contributions/10153/attachments/4654/12619/C3%20NIKHEF.pptx

" HALHF: A Hybrid, Asymmetric, Linear Higgs Factory

< >
Facility length: ~3.3 km TU-MONE 0008
Positron  Damping rings (31 GeV e*/drivers)
source (3 GeV) Driver source, -
A 3 i linac
Interaction point RF linac (5 GeV) o Electron
(250 GeV c.o.m.) qz> 2222222 (B3 CaV modivem) source
— 3333 B o ————— P2 2 2233333 DIIIIDDIIIIDIIIIIIIIIIIIIIIIIND) e
-
Beam-delivery system o
Beam-delivery system Positron transfer line (500 GeV &) (16225:1:'2‘;2652\‘;0’;";: g (5GeVe)
with turn-around loop (31 GeVe) ges, P g
(31 GeVe?) F

Scale: 500 m
Source: Foster, D'Arcy & Lindstrem, preprint at arXiv:2303.10150 (2023)

Overall length: ~3.3 km = fits in ~any major particle-physics lab

Length dominated by e~ beam-delivery system

Several key plasma acc. challenges:

Multi-staging, emittances, energy spread, stabilities, spin
polarisation preservation, efficiencies, rep rate, plasma cell
cooling and more

Conventional beam(s) challenges:
Positron production, damping rings, RF linac, beam delivery
system

Experimental challenges with asymmetric beams

New concept, aiming for pre-CDR (LINK)

« 500 GeV for electrons with plasma acceleration

« 31 GeV positrons with RF based linac, used also to
provide electron drivebeam for the plasma
acceleration

« Reach 250 GeV collision energy, luminosity 1034

Asymmetric technologies, energies and bunch
charges

Small footprint, lower cost

Energy recovery options, potentially very
large luminosities but early stage of
development

Twin LC with energy recovery

head -on coll acceleration lnac{dE) compressor
El —— \ >
CV\/\N e E-5GeV ] 9
s Tt —_— e = beam dump
i - wiggler(-dE~0.025 GeV)

~& )
from DRs

Figure 3-10. Conceptual layout of the ERLC.


https://arxiv.org/pdf/2303.10150.pdf

HALHF

Combiner | Delay Driver RF linac Driver source

(4 GeV e, 4 MV/m, 1 GHz) (8 nC) Beam-delivery system Beam-delivery system Liquid nitrogen plants
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Electran RF linac Plasma-accelerator linac Helical F’tcnsitrc;n RF linac Positron transfer line Interaction point Cool-copper RF linac Damping rings
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Facility length: ~5 km

Figure 12: Schematic view of the new HALHF baseline, using a cool-copper positron linac. The red sections relate to electrons, blue to positrons and green to
photons.
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Facility length: ~6 km

Figure 13: Schematic view of the new HALHF baseline with the fall-back warm positron linac. Other details as in the caption to Fig. 12.



LC “vision”
Also as option at CERN



An adaptable e+e- LC facility at CERN

At Catat et

LHC followed by HL LHC

Today 2040 ~2050-55 Time
—

A LC facility can be extended in length for higher energies, using the same or improved versions of the same
technology, e.g. as suggested for ILC, CLIC, C3 and HALHF.

It is also possible and realistic to change to more performant (usually higher gradient) technologies in an
upgrade, e.g. from ILC to CLIC or C3, maybe even plasma and energy recovery based solutions

The physics at higher energies — Higgs sector and extended models with increased reach and precision, top
in detail well above threshold, searches and hopefully new physics — will open for a very exciting long term
e+e- programme

Such a programme can run in parallel with future hadron and/or muon colliders that can be developed,
optimised and implemented as their key technologies mature

It keep options open, provides flexibility, encourages and motivates R&D across a broad range of
technologies and potential future colliders/accelerator/detector technologies



ESPP inputs — |

Higgs factory focussed Project input (the traditional way)

studies See earlier slides

ILC ILC in Japan (JAHEP/ILC-Japan
and IDT)

CLIC CLIC at CERN

C3 Project study, focus on next phase

HALHF Project concept, pre-CDR

Energy recovery Project concepts and plans




ESPP inputs — Il

For a LC at CERN, what would be the possible
options to start with — keeping in mind technology
changes can be envisaged ?

The challenge for the EPSS update:

ILC very
mature, in
Japapﬁlalsu
CLIC mature, possible at
studied for CERN

LC at CERN

New approach for this ESPP
(facility and community approach) — with three
key inputs to the ESPP

Common LC physics paper covering from 90 GeV to
1000 GeV or even above. Include also non collider
programme (see slide 5). Serves also the projects on
previous page.

Starting with ILC technology, look at energy and
luminosity extension options with improved SFR, or
CLIC, C3, plasma and Energy Recovery
technologies

Implementation of the above at CERN in footprint
studied for CLIC (and ILC back in the TDR days),
with two BDS, and experimental area at Prevessin,
and considerations of upgrade options.




ESPP inputs — Il

Why consider SRF as starting point ?

« Very detailed and mature technical design and
iIndustrialisation, several FEL linacs build and being
operated.

« Can be upgraded in Energy and Luminosity.

« Worldwide interest in technology.

« Large technology interest in Europe (EUXFEL and several
other projects), and leading industries in Europe.
« Could it be exploited to reduce load on CERN during the
HL period (lab support outside for cryomodules for
example) ?
« Can this be turned into schedule advancement ?



Cost and Personnel estimates — Higgs factories

Project Cost
40 88c. no cant) 4 4 12 18 30 50

ILC-0.25

CLIC-0.38

Figure 8: The ITF cost model for the EW/Higgs factory proposals. Horizontal scale is approximately
logarithmic for the project total cost in 2021 B$ without contingency and escalation. Black horizontal
bars with smeared ends indicate the cost estimate range for each machine.

The estimates above from the Snowmass process includes personnel costs
(usually kept separate in European project estimates, e.g. ILC and CLIC).
Typically ~2 M$ on top.

Interesting to note that FCC-ee 250 estimated with this method at is 14-19
B$, in reasonably good agreement with FCC-ee mid term report.

Costs for ILC and CLIC (and others) are currently being re-costed and
updated to 2023-24, including currency changes and price escalations. We
will see if they also agree reasonably well with the Snowmass estimates
shown above (so far reasonable)
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e ILC
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® European XFEL
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1000 # SwissFEI
Eupraxia®

Explicit Labour [FTE.years]

100
100 1000 10000 100000

Material Value [MUSD 2021]

Figure 5: Explicit labor for several large accelerator projects vs. project value.

One FTEYy estimated to 200kUS$.



Cost exercises and international reviews:

Costs

ILC TDR 2012-13, 500 GeV primarily (LINK)

CLIC CDR 2012-13, 3 TeV primarily and 500 GeV (LINK)
ILC in Japan 2017-18, 250 GeV, reviewed within LCC (LINK)
CLIC PiP 2018, 380 GeV primarily (LINK)

Updates and review recently done for ILC 19-20.12.2024 (slides 12-13)

Other
6%

Instrumentation
3%

Controls and
LLRF
5%

Magnets and
Power Supplies
9%

SC material
2%

For the ESPP — concerning starting with ILC technology at

CERN:

« Updated: ILC in Japan with updated technology results,
updated CFS (CE and conv. systems, SRF) — discussed on
slide 12-13

 CERN implementation: CE costs based on CLIC and other
CERN projects, same main linac footprint, change in number
of shafts, add larger underground DR, remove drivebeam
CE and turn arounds, slightly different BDS dimensions and
cavern sizes


https://linearcollider.org/files/images/pdf/Acceleratorpart2.pdf
http://edms.cern.ch/document/1234244
https://indico.cern.ch/event/765096/contributions/3295702/attachments/1785218/2906197/Addendum_ILC_Global_Project.pdf
https://arxiv.org/abs/1903.08655

To be shown

ILC250nCost-Update Evaluation

= updem-ay 1 801 12, or WENT-TOR-WG- 140130 # ILC Cous Upame- 2024

| Contidential

ILC256
2024-base
JO.CFS
[OkuJPY)

(CM.HLRF. Cryog. ) 4221 2,340 © To be reported

CFSCF 708 -Totareportad T Y0 be mporied

CFSCE 1,014 ~Totereponad * Tobemporied  Bp [Oku-JPY]
CES A 1,720 705 roporte

Sum 7.985 5,256

Comments on the ILC250 Cost-Update 2024

* The ILC250 cost increase of ~60%+ (in overall), in 2017 — 2024.

* It may be caused by the following origins:
« General (for all Conv. Acc., SRF, and CFS):
* Increase of 30 -~ 50 % because of inflation from 2017 to 2024,
« SRF (specific):
+ Increase of 8 ~ 10 % because of the 1/3 mass production, resulting unit cost-up

* Increase of 10 ~ 20 % because of integration of averaged cost in 2024, instead of cheapest cost in
TDR, and design updates and/or production cost changes.

« CFS (specific):
* Increase of 20 - 40 % b of design update in JP specific site,
» dynamic change of exchange rates (in particular between USD/.EU and JPY)
+ Significant, material (Cu, SUS etc.) cost increase,

From report by A.Yamamoto (LINK)

For CERN (in progress):

* Redo CE costing (see later)

* Redo CF costing (EL, CV, etc)
» Use 2024 costing for all components in
their respective currencies, and change to 7
CHF with exchange rate (not PPP) e

* Cost second IP

1CHF=1.10%

Price Indices for Machinery and Equipment, Jan 2012=100

80
012010 013012 012014 013016 o1.2018 012020

o105

== —lapan —Garmany —Swizeriand

012024

~=+US ——lapan ——Germany —Switzerland

lan24

Cost - | (currently being updated)

Cost exercises and international reviews:

3 » & G MCHF)
+ CLIC CDR 2012-13, 3 TeV primarily and 500 GeV (LINK) Domain Sub-Domain ,Hw_];:.l“ Klystron
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Civil Engineering

CE studies for LC at CERN:

* CLIC, up to 3 TeV. Contract with Amberg Engineering for
CDR in 2012-2013.

* ILC up 1 TeV. Contract with Amberg for the TDR in 2012-13.

* CLICupto 3 TeV, TOT (layout tool) with ARUP, for Project
Implementation Report 2018

« Update on-going, ILC up to 500 GeV, CLIC to 1.5 TeV, in
both cases ~30km, using Geoprofiler layout tool

* Injectors and experimental areas on Prevessin site (“CERN
land”)

Altitude {m) Civil Engineering max siope: 0.18 % Avg. Tunnel Depth: 103.93 m
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Power and energy

| g T — 7 A S O 2 ! ! ] . ., )

= - [ Focem 2 e tarkvazosoasol | | 1 Power at 250-380 GeV in the 100- CERN “standard” running

E 600 | .| me——CEPC, 2 IPs [arXiv:2203.09451] SR SRR S i . .

e | | = i busclne rvzzaaressy | /] 200 MW range for the projects scenario used to convert to

G;’ {127 L6250 1 e opmaton atol ¥ 4 above annual energy use

5 |l=s=miz=mes | /]

o 400 3 sy : : : .

O RS With a running scenario on the right

< , this corresponds to 0.6-1.2 TWh .

m . : B znmun':u';'l:ninown

B 200 [ iy annually » %‘T—‘“';“"Ti

= B o Pt nuced s
CERN is currently consuming 1.2 — e

0 1.3 TWh annually w5

Includes studies of overall designs optimisation to reduce power, SRF cavities (grad,Q), cryo efficiency,
RF power system (klystrons, modulators, components), RF to beam efficiencies, permanent magnets,
operation when power is abundant, heat recovery, nanobeam and more.

Recent overview (LINK)


https://indico.desy.de/event/39980/contributions/150572/attachments/85304/113322/linear-colliders.pptx

System boundaries

stage Use stage End of life stage |
) [81-88) [c1-c4)
| AO Preliminary studies | I :

B2 Maintenance I
B3 Repair

Materials

Transport &
construction =

activities

LCA report for Civil Engineering:

LINK

A1 Raw material supply

C3 Waste Processing for
"

ARUP

Benefits and
Loads beyond
the system
boundary
0]

Reuse
Recy” 4

P Benefits and
loads of
additional

infrastructure
functions

BS EN 17472:2022

Sustainability: Life Cycle Assessment (LCA)

What is the carbon intensity of energy in ~2050 (operation):

50% nuclear and 50% renewable give ~10-15g/kWh, to
optimistic ?

France summer-months are today ~40g/kWh
Reductions predicted (LINK) e e S ) R e

regions by scenario, 2020-2050

Advanced economies Emerging market and developing

but all regions see a decline in

Addressing the
Civil Engineering
impact

Linear Collider Options

1. CLIC Drive Beam 2. CLIC Klystron
5.6m internal dia. Geneva. 10m i
(380GeV, 1.5TeV, 3TeV)

B, Tt LC Gt Engremrrg Pan. 3650 CLIC Drive Beam 380GeV  CLIC Klystron 380GeV

Next working on the
machine parts, on top
ARUP of the CE estimate

-------------------
Sranm

200,000t

150,001

50,000t

W Tunnels i Shafts


https://iea.blob.core.windows.net/assets/830fe099-5530-48f2-a7c1-11f35d510983/WorldEnergyOutlook2022.pdf
https://edms.cern.ch/document/2917948/1

Towards Carbon Accounting with LCA
: example for CLIC, also (being) done for ILC, C3, HALHF, FCC -

Work in progress — this example is closest to the CLIC drive-beam parameters,
| detectors and computing (and travels) not considered

This plot (blue part)
is for 11 km of

70

tunnel, scales with w0
o . More power (here 0.7
length, injectors will ,
. TWh) or more carbon
add to this

(here assumed 12g/kWh)
will increase this quickly

Next working on I I | I I t I I I

machine parts I I I I I I I I
h :

e re 1 T

40

kton CO2 equv.

o

and infrastructure = Start comm. Operation Upgrade start Comm. Upgrade Operation
equal civil | CE upgrade: tunnel lengthening if needed important, should do better than today (concrete etc) |
engineering |mpaCt- m Decommissioning: not estimated, important for upgrades if parts are removed, and end of life

MW Acc upgrade: should be able to improve for raw materials, processing and assembly

Most likely this is
optimistic, i.e. orange

and light blue parts
will be h|gher m CE: From ARUP study, roughly 11-12 kton/km

m Com&Operation: Energy use (~¥0.7 TWh annually) times carbon load (50% nuclear plus 50% renewables), improve with time

M Accelerator: Here equal to tunnel - to be done, materiel and design choices, responsible purchasing, in progress




Some additional points

A LC starting with SRF will be proposed for CERN, with upgrade considerations (E,L, length
and technologies), and CLIC will be proposed with some changes wrt to 2018 (also an
upgrade option)

US participates fully in ILC IDT WGs and costing, increased US engagement in ITN highly
welcome

Ongoing collaborative work within C3 (US led) including common studies CLIC-C3-ILC,
HALHF (and Energy Recovery concepts)

In the LC vision framework further R&D on all these technologies highly encouraged (both
for initial implementation with SRF and upgrades)

LC vision activities ongoing including US, much more in the extended meeting at CERN 8
10.1.2025 to prepare ESPP inputs: https://indico.cern.ch/event/1471891/overview

Thanks — most of the slides/information from:

S.Michizono, B.List, IDT and ILC colleagues, CLIC team, J.List, A.Robson, E.Nanni and the C3team,
the HALHF team, ARUP, the Snowmass Implementation Task Force (names on page 2 of the report,
chair T.Roser), many more

CE/RW
\

15.1.2025
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