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ANLY S

The ANLYS task comprises the development of a common data
analysis and simulation infrastructure. It sub-divides into:

« Development of a software framework using modern software
technology to exchange test beam data and software for common
analysis and comparison of measurements;

« Development of a software framework for the simulation of test beam
experiment needed for the interpretation of the measurements;

» The creation of a repository for experimental and simulation data;

« Embedding into existing GRID infrastructure to allow easy exchange of
data and a transparent exploitation of other available computing
resources.
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ILCSoft — Overview
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ILCSoft — Present Status

 First version of the common data analysis and
simulation framework was completed after 21 months
(2007). Fully adopted within all three JRA's.

« Continued support: minor feature development, bug
fixing, etc.

« Last year spent working almost exclusively on LOI
production and studies.

 The common data analysis and simulation framework
was adopted for the ILD LOI studies with over 60
million events simulated and reconstructed (v01-06)
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ILCSoft — With Real Data

Experimental site
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ILCSoft — With Real Data

Experimental Site e.g. CERN, FNAL
Local Storage for online monitoring and fast checks

Data Transfer using [Grid Infrastructure
Speed up to 240 MB|t/s

Mass Storage_

m2p3"’\/ “ DESY \

f Lyon e dcache |
\'Q!_'Pac'(_?'te/k P r\(backbone),/

~40 TByte of Calice Date 2/3 binaries 1/3 converted files

f f.dG"”d_tUr Grid CE
Or direct access for massive processin

Calice uses ILC Software for processing of Testbeam Data

ILC Datataking in a (big) nutshell
Allows users to switch easier between testbeam data analysis and
physics/simulation studies

Calice uses systematically Grid tools
24h/24h 7h/7h during CERN, FNAL testbeams 2006-2009

Experience with testbeam data clearly reveals the needs for
R. Poesch a coherent concept to handle 'low level' data within ILC Software

Picture courtesy of C. Rosemann DESY
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Simulation — Mokka

A lot of effort made to increase the engineering detail for the LOI studies.
This will need to be increased for the TDR, meaning that it is vital to
ensure a continuation of the good support from the R+D communities.
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Digitisation within Mass Simulation
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... are we going to need more sophisticated digitisation for the Calorimeters?

Steve Aplin Report from Software Session 20 October 2009




Digitisation within Testbeams
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GEAR Extension

« Existing TPC Padplane designs
have variable pad sizes

— New: FixedPadAngleDiskLayout
— New: VersatileDiskRowLayout

250

« A realistic TPC endplate

200 | s

(EUDETLP) consists of multiple
— Created New TPCModule derived ob N _ s

from PadRowLayout2D
— full backward compatibility and

transparency in user code M. Killenberg
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LCIO

(sas/amA] [ root | | hbook )

« Joint DESY — SLAC Project

* Provides persistency (I/0) and
an event data model (EDM) to

* slcio files (SIO)
ILC detector R&D community
Monte Carlo MCParticle
object /O (w/ pointer chasing) |  ___ — T ——
SimTrackorHlt -| SimCalorimeterHit
— schema evolution e —
— compressed records =|L?R -' "- TrackerRawData = |
— hierarchical data model RawData kaefbaﬂi R’““""’“’""
— decoupled from I/O by interfaces C++, Java (and @ '
FO rtra n ) TrackerHit ‘._ 3
some generic user object I/O Digitization \—-f | Calorimetertit
» Used by ILD, SID, CALICE, —
Cluster
EUPixelTelescope, LCTPC Reconstruction& . 17
Analysis Im |-\‘Rez:onstructedPartu:Ie
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LCIOv2?

further improve LCIO -> LCIOv2?

event data model

— 1d, 2d hits

— Track class — multiple fits per track
Improve /O

— splitting of files

— direct access

— partial reading of events

Investigate the use of ROOT with LCIO
— LCEvent in ROOT macros
— look into optional ROOT I/0O for LCIO

Important to continue successful horizontal collaboration with
SID on LCIO
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LCIO I/O

started to investigate optional ROOT |/O for LCIO

« created dictionary with rootcint for LCIO classes

« thanks to ROOT team for their help and for adding some features to
ROOT 5.24.00 needed for LCIO

« write and read LCEvents transparently to/from ROOT
files
* no change in user code

« use LCEvents in ROOT macros
» rapid development of analysis code based with LCIO in ROOT

e issues:
* no branches due to pointers between object
« no partial reading and splitting of events over files
* need proper interface to ROOT 1/O for java implementation
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LCIO — Extention
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LCIO Plugin for EUDAQ
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Mass Production System
() —

-‘ PRODUCED DATA }
‘ ‘ DATA CATALOG }

process jobs

buideeyyooq |

* Prototype for a production system to

check jobs

effectively utilise large scale computing 7 7 x

resources for mass production [ ey
« Abstraction layer between user and data

model.

« Make use of existing tools such as
GANGA and couple them with a carefully vysaL o
designed datamodel in a Database

* Implementation using modern standard st || ST

tools, python, MYSQL, django etc. : !
RO EGOIEZE).

Steve Aplin Report from Software Session 20 October 2009



 The common software tools developed have been
used to produce an unprecedented amount of data at
such an early stage

 The common adoption of the tools across the
different R+D communities has maximised the limited
resources available for software development and
has produced valuable continuity

* The feedback into the development of the common
software tools from the R+D communities is
extremely welcome
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