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DTree Sub-clustering algorithm i

all hits in all DTrees.
2

Old™ MIP Finder. —

¥
Loop on DTree Clusters

Remaining hits

in next DTree
v

Old” then New"™* MIP Finders
v
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*Old MIP Finder: Inside-out
projective MIP finder.

“*New MIP Finder: Bi-directional non-
projective MIP finder.

Outputs

> MIPs

2 Clump Finders

v
Blocks and

leftovers
2

e Last DTree?
1Yes

Done
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» Clumps
0 MIPs &
0 Clumps?

+Yes Blocks

> 15 hits if in ECal No
2 20 hits if in HCal

Leftovers

Yes




Clump algorithms in use now

Algorithm |
Clump finder

all hits in a DTree not

used from MIPs.

Select hits based on local density:

6 neighbors in a 3x3x3 grid
OR

18 neighbors in a 5x5x3 grid.
4

Nearest Neighbor Clustering
algorithm:

looks in 3x3x3 grid
2
Select Clusters with = 6 hits
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Algorithm li

Tight Nearest Neighbor Clusterer

Clumps

all hits in a DTree not
used yet.

!

Nearest Neighbor Clustering

algorithm:

looks in 3x3x3 grid for ECal
looks in 5x5x3 grid for HCal

!

Select Clusters with:
> 7 hits in ECal
> 10 hits in HCal

/



Clumps Energy Fractions

Glumes | “facton

ECal: Alg | 93%
32%
ECal: Alg I 7%
HCal: Alg | 59%
68%
HCal: Alg Il 41%
12/2/2010
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Mean : 0.14
Mean : 0.010
Mean : 0.19
Mean : 0.13

== ECAI Clump finder
== ECAL Tight NN
=+HCAL Clump finder
== HCAL Tight NN

Yy

- —-1"’"*—h_.' )

0
0.00

0.05

Remi Zaidan

I I
020 025 0.30 040 045 050

Energy fractions



Clumps hit multiplicities

The first Clump
finder tend to
reconstruct less
but larger
clumps.
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Clump finder in ECal

Entries : 41095
OutOfRange : 19953
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Clump finder in HCal
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Tight NN in ECal
Entries : 104952

I

I

Entries : 40192
OutOfRange : 17361

12/2/2010

1
20 40 60 80 100
# hits

Remi Zaidan

# hits

Tight NN in HCal

Entries: 130258
OutOfRange : 7094
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Clumps purities

Clump finder in ECal

5
29 Mean : 0.90519
151 SumOfWeights : 580088
ECal: Alg | 90.5% A0
ECal: Alg Il 93.4% gy
0.0 | :
HCal: Alg | 80.7% 00 02 04 06 08 1.0
HCal: Alg Il 78.6% -
Clump finder in HCal
5
20 Mean : 0.80757
1.5 SumOfWeights : 767908
10T
05T j
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0.0 0.2 0.4 0.6 0.8 1.0
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Tight NN in ECal
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Mean : 0.93407
SumOfWeights : 42293
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Tight NN in HCal
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Mean : 0.78651
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Leftover hits e
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Leftovers take often the Leftovers
shape of an empty shell
around Clumps...

Rejecting low density hits
allows better definition of
position and shape for better
linking.

The sharing algorithm should
take care of correctly
assigning the leftover energy:
Does it still work in an
“overlap” scenario??
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Using density/energy gradient .. fi
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One Clump
less

il

Two Clumps
more

il

Optimization possibilities with the current algorithm are limited:

* One tunable parameter: we loose information in both loose and tight scenarios!
* The actual clustering algorithm is “color-blind”: the density information is only
used for hit pre-selection.

A simple Nearest Neighbour algorithm may not be suitable for overlap scenarios.

12/2/2010 Remi Zaidan 8
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Alternative Clustering algorithm U;E&gﬂ

A - Define a “distance”

Yes
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k-means clustering algorithm

and a “mean”

|

B - Define k seeds
v

— C - Assign each hit to “closest” seed

v
D - Update seeds by

“averaging” ovsr assigned hits

Assignment
changed?

1No

Done

Distance: a metricthat Mean: a procedure to
tells how likely a hit “group” hits together
belongs to a cluster. =» Build Clusters.

Seeds: an initial set of clusters. The number
of seeds determine the number of Clumps.

Many algorithms exist in the
market.
| like this one because:
-it is simple.
-it leaves the flexibility for
“physics” input:
Physics would go into (A) and (B).
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* Simple starting point:

— Leftovers: Lower the density threshold below which a hit is
called a “leftover”:

* To be optimized between the performance of the linking algorithm
and that of the sharing algorithm.

— Seeds: Define the seeds by finding local high-density maxima.
— Metric: Define “distance” as the geometrical distance.

* |deas if needed (need studies and optimization):

— Use energy/density gradient and local direction in the definition
of the “distance”.

— Use measured energy instead of hit density in the ECal.

— Include a “Split and Merge” step in the algorithm, either at the
end or at each iteration, to avoid fixing the number of Clumps at
the initial step.



