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Chapter 1
ILD: Executive Summary

The International Large Detector (ILD) is a concept for a detector at the International Linear Collider,
ILC [198]. In a slightly modified version, it has also been proposed for the CLIC linear collider [199].

The ILD detector concept has been optimised with a clear view on precision. In recent years
the concept of particle flow has been shown to deliver the best possible overall event reconstruction.
Particle flow implies that all particles in an event, charged and neutral, are individually reconstructed.
This requirement has a large impact on the design of the detector, and has played a central role in
the optimisation of the system. Superb tracking capabilities and outstanding detection of secondary
vertices are other important aspects. Care has been taken to design a hermetic detector, both in
terms of solid-angle coverage, but also in terms of avoiding cracks and non-uniformities in response.
The overall detector system has undergone a vigorous optimisation procedure based on extensive
simulation studies both of the performance of the subsystems, and on studies of the physics reach
of the detector. Simulations are accompanied by an extensive testing program of components and
prototypes in laboratory and test-beam experiments.

Figure III-1.1
View of the ILD detec-
tor concept.

The ILD detector concept has been described in a number of documents in the past. Most
recently the letter of intent [198] gave a fairly in depth description of the ILD concept. The ILD
concept is based on the earlier GLD and LDC detector concepts [200, 201, 202]. Since the publication
of the letter of intent, major progress has been made in the maturity of the technologies proposed for
ILD, and their integration into a coherent detector concept.
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Chapter 1
SiD Concept Overview

1.1 SiD Philosophy

SiD [63] is a general-purpose detector designed to perform precision measurements at a Linear Collider.
It satisfies the challenging detector requirements that are described in the Common Section. SiD is
based on the PFA paradigm, an algorithm by which the reconstruction of both charged and neutral
particles is accomplished by an optimised combination of tracking and calorimetry. The net result
is a significantly more precise jet energy measurement that results in a di-jet mass resolution good
enough to distinguish between W and Z hadronic decays.

SiD (Figures II-1.1, II-1.2) is a compact detector based on a powerful silicon pixel vertex
detector, silicon tracking, silicon-tungsten electromagnetic calorimetry (ECAL) and highly segmented
hadronic calorimetry (HCAL). SiD also incorporates a high-field solenoid, iron flux return, and a muon
identification system. The use of silicon sensors in the vertex, tracking and calorimetry enables a
unique integrated tracking system ideally suited to particle flow.

Figure II-1.1
SiD on its platform,
showing tracking (red),
ECAL (green), HCAL
(violet) and flux return
(blue).

The choice of silicon detectors for tracking and vertexing ensures that SiD is robust with respect
to beam backgrounds or beam loss, provides superior charged particle momentum resolution, and
eliminates out-of-time tracks and backgrounds. The main tracking detector and calorimeters are
“live” only during each single bunch crossing, so beam-related backgrounds and low-p

T

backgrounds
from gg processes will be reduced to the minimum possible levels. The SiD calorimetry is optimised
for excellent jet energy measurement using the PFA technique. The complete tracking and calorimeter
systems are contained within a superconducting solenoid, which has a 5 T field strength, enabling the
overall compact design. The coil is located within a layered iron structure that returns the magnetic
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Outline

• The AHCAL experience

• The AHCAL in ILD

• AHCAL R&D

• The AHCAL in SiD
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AHCAL physics prototype

• Constructed in 2005-06: first 
device using SiPMs at large scale

• Now many followers: T2K, Belle2, 
CMS, medical applications,...

• Extremely robust: 6 years of data 
taking
– 2006-7 CERN: Fe with SiW ECAL
– 2008-9 FNAL: Fe with Si/Sci ECAL
– 2010-11 CERN: Tungsten

3
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Many	  trips	  with	  disassembly	  &	  reassembly	  of	  the	  calorimeter:
DESY	  -‐	  CERN	  -‐	  DESY	  -‐	  FNAL	  -‐	  DESY	  -‐	  CERN	  PS	  -‐	  CERN	  SPS
...	  and	  the	  SiPMs	  survived	  without	  problems!
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Calibration

• Cell-wise equalisation: MIP
• Saturation correction: gain
• All SiPM properties depend 

on one parameter
– ΔV = V - Vbreak-down(T)

• Needed time to find right 
procedures
– some limitations from test 

bench data
– large spread of SiPM 

parameters
• Guidance for future 

developments
– e.g. gain stabilisation

4

6/43

 

How to calibrate the AHCAL

Simple calibration procedure per cell:

MIP constants

Saturation behaviour

Gain (for saturation and temperature 
correction) and intercalibration

Global calibration to electromagnetic 
scale, e/pi ratio for hadronic scale

Required single cell precision for hadronic 
calorimeter is moderate, collective effects 
easy to control

 → Go beyond this to fully understand all 
 aspects of SiPM operation

 → Provide excellent performance for 
 electromagnetic showers

Signal[ADC]

MPV
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Validation of Simulation 

• Validation with first generation prototype 
• Published
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Figure 13. Energy resolution of the AHCAL for positrons (dots). The resolution agrees with that of a
previous prototype (full triangles) with the same sampling structure. The errors are the quadratic sum of
statistics and systematic uncertainties. The open triangles are the obtained from the analysis of the digitized
simulated events. Fit curves to the data and MC are shown in the region 10–50GeV. The dashed line is the
extrapolation of the fit to AHCAL data in the low energy region covered by the MiniCal data.

5.4 Shower profiles

The longitudinal profile of a shower induced by a particle with incident energy E in GeV traversing
a matter depth t can be described as [23]

f (t) =
dE
dt

= atω · e−bt , (5.3)

where the parameter a is an overall normalization, and the parameters ω and b are energy and
material-dependent. The first term represents the fast shower rise, in which particle multiplication is
ongoing, and the second term parametrizes the exponential shower decay. Given this parametriza-
tion with t in units of radiation lengths, the particle multiplication and the energy deposition reach
their maximum after

tmax =

[

ln
E
εc

−0.5
]

(5.4)

radiation lengths from the beginning of the cascade of a particle with energy E . The critical energy,
εc is a property of the calorimeter material and does not depend of the energy of the particle. The
position tmax is called the shower maximum.

The mean longitudinal profile of a 10GeV positron shower is shown in the left plot of fig-
ure 14. Due to the high longitudinal segmentation of the AHCAL, the shower rise, maximum and
decay are clearly visible. Data and simulation are in qualitatively good agreement. To quantify this
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Figure 13. Energy resolution for pions with local (a) and global (b) software compensation comparing data
and simulations. For both data and simulations compensation parameters derived from data are used. The
curves show fits using equation (2.2). The fit results for the local software compensation are (44.3±0.3)%,
(42.3±0.2)% and (40.4±0.3)% for the stochastic term, with constant terms of (1.8±0.2)%, (2.5±0.1)%
and (3.4±0.1)% for data, QGSP BERT and FTF BIC, respectively. For the global software compensation,
the results are (45.8±0.3)%, (43.6±0.2)% and (43.4±0.3)% for the stochastic term, with constant terms
of (1.6±0.2)%, (0.0±0.2)% and (1.1±0.2)% for data, QGSP BERT and FTF BIC, respectively.

Table 3. Fit results using the function given in equation (2.2) for simulations with and without software
compensation, compared to the corresponding values for data.

a [%] b [%] c [GeV]

uncorrected data 57.6±0.4 1.6±0.3 0.18

uncorrected QGSP BERT 51.8±0.3 4.0±0.1 0.18

uncorrected FTF BIC 49.4±0.3 6.1±0.1 0.18

local compensation data 44.3±0.3 1.8±0.2 0.18

local compensation QGSP BERT 42.3±0.2 2.5±0.1 0.18

local compensation FTF BIC 40.4±0.3 3.4±0.1 0.18

global compensation data 45.8±0.3 1.6±0.2 0.18

global compensation QGSP BERT 43.6±0.2 0.0±0.2 0.18

global compensation FTF BIC 43.4±0.3 1.1±0.2 0.18

The relative improvement in resolution compared to the uncorrected energy resolution is
shown in figure 14 for data and simulations. For the local software compensation, the improve-
ment with respect to energy observed in data is well reproduced by the QGSP BERT physics list.
For FTF BIC, a considerably bigger improvement is seen for the simulations at high energy than is
seen in data. This higher improvement at high energies results in the better agreement of the energy
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Figure 2. Event display of a typical hadronic shower in the CALICE AHCAL initiated by a negative pion
with an energy of 60 GeV. The identified minimum-ionising track segments are highlighted in red. The
beam enters from the lower left, indicated by the black arrow.

2 Track-finding

The tracking algorithm used here consists of two stages. The first stage is the identification of
track candidates in a layer by layer search using a nearest neighbour algorithm. In a second stage,
these candidates are passed through a filtering algorithm based on a Hough transformation to re-
move inconsistent hits such as noise hits and hits not due to energy depositions from the tracked
minimum-ionising particle.

2.1 The tracking algorithm

For the track finding, the coordinate system is defined as indicated in figure 4, with the z-axis given
by the beam axis, the x-axis pointing left when looking downstream in positive z direction and
the y-axis pointing up. The track finding algorithm used for the pattern recognition is a simple
implementation of a nearest neighbour algorithm. The algorithm was specifically developed for
the test beam data taken with the CALICE AHCAL. It exploits the primary flight direction of
incoming beam particles along the z axis by assuming that all particles found by the algorithm
have a sizeable momentum component along that axis. This is reflected by the assumption that any
MIP-like particle will only create at most one hit in a given layer, and that cells on the same track in
adjacent layers are neighbours, sharing at least one corner when projected on the same layer. With
the layer to layer distance of 31.6 mm and a cell thickness of 5 mm this limits the algorithm to the
identification of tracks with a maximum angle with respect to the beam axis of approximately 60�

in the central region with tiles of 30⇥30mm2, of 70� for the 60⇥60mm2 tiles and of 80� for the
outer 120⇥ 120mm2 tiles, respectively. It is important to note that these requirements also allow
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Figure 7. Distribution of track multiplicity for 25 GeV pion showers. The upper panel shows the normalised
distribution for test beam data, while the lower panel shows the normalised residuals (simulation/data�1)
between test beam data and the different physics lists. The grey area indicates the statistical error of the
residual between test beam data and QGS BIC.
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Figure 9. Mean longitudinal shower profiles from shower starting point for 8 GeV (left column), 18GeV
(center column) and 80GeV (right column) pions. First row: for data (circles) and for the FTFP BERT physics
list (histogram). Second to fourth rows: ratio between Monte Carlo and data for several physics lists. All
profiles are normalized to unity. The grey area indicates the systematic uncertainty on data. 〈Erec〉/ΔλI is the
average deposited energy in a ΔλI thick transverse section of the calorimeter. z is the longitudinal coordinate,
expressed in units of λI.
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Figure 4. RMS (left) and RMS90 (right) deviations of the recovered energy of neutral 10 GeV hadrons
from its measured energy vs. the distance from charged 10 GeV (circles and continuous lines) and 30 GeV
(triangles and dashed lines) hadrons for beam data (black) and for Monte Carlo simulated data, for both
LHEP (red) and QGSP_BERT (green) physics lists.
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Figure 5. Probability of neutral 10 GeV hadrons energy recovering within 3 (left) and 2 (right) standard
deviations from its real energy vs. the distance from charged 10 GeV (circles and continuous lines) and
30 GeV (triangles and dashed lines) hadrons for beam data (black) and for Monte Carlo simulated data, for
both LHEP (red) and QGSP_BERT (green) physics lists.

This results in a smaller probability of neutral hadron energy recovery for small neutral hadron
energy (see right plot in figure 6).
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Fig. 6.12: Probability of separating hadron showers: The figure shows the degradation of neutral particle
resolution, expressed in terms of the probability to reconstruct the energy within 3 s of its calorimetric
resolution, as a function of transverse separation from a second shower induced by a charged hadron.

6.3.3.2 AHCAL Test Beam Results using Tungsten Absorbers
To test the energy resolution and timing performance of a tungsten-scintillator combination calorimeter,
and to validate the corresponding simulation model, a 30-layer (3.9 lI) AHCAL module was constructed
and exposed to beam at CERN in 2010. The scintillator tile and readout layers are the same as used by
CALICE for a number of earlier tests with steel absorber plates. Figure 6.13 shows the experimental
setup and an example of a pion candidate shower in the calorimeter stack.

High statistics event samples were recorded for electron, muon, pion, and proton beams with
energies from 1 to 10 GeV. Gain calibration was obtained from low intensity LED-pulser runs and the
results agree well with previous calibration from runs at Fermilab. MIP calibration was carried out using
a muon beam. Examples of calorimeter responses to muons and pions are shown in Figure 6.14.

Preliminary results indicate that the electromagnetic resolution is slightly worse than for steel,

124

PFlow  validation
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Proof of principle: done. 

Towards a real detector:
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Particle flow

• For the reconstruction of invariant 
masses, it is not sufficient to have the  
best calorimeter 

• But energy resolution does matter
– dominant for jets below 100 GeV
– helps in track cluster matching

7
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Fig. 3. The Mjets distribution and the fit result. The data are shown as points, and
the fitting result of signal + background (background component) is shown as solid
(dashed) line. The signal contribution is also indicated by the shaded area and
amounts to a total number of Nobs events. The error bars represent the approximate
Poissonian 68% CL intervals, calculated as ±

√
n + 0.25 + 0.5 for a given entry n.

with

f i =
{

Nref,i − Nobs,i + Nobs,i ln(Nobs,i/Nref,i) (if Nobs,i > 0)
Nref,i (if Nobs,i = 0).

The best combination of (a,b,ε) is found by minimising χ̃2. The
value of a after this optimisation gives the ratio between the ob-
served and expected cross section, i.e. σobs = aσSM. The maximum
and minimum values of a in the interval %χ̃2 < 1 define the range
of statistical uncertainty.

7. Systematic uncertainties

Several sources of systematic uncertainties were considered and
their impact on the measurement estimated.

• An uncertainty of 3% was assigned to the energy scale of the
jets and the effect on the acceptance correction was estimated
using the signal MC. The uncertainty on the Z 0 cross-section
measurement was estimated to be +2.1% and −1.7%.

• The uncertainty associated with the elastic and quasi-elastic
selection was considered. In a control sample of diffractive DIS
candidate events, the ηmax distribution of the MC agreed with
the data to within a shift of ηmax of 0.2 units [23]. Thus, the
ηmax threshold was changed in the signal MC by ±0.2, and
variations of the acceptance were calculated accordingly. The
uncertainty on the cross-section measurement was +6.4% and
−5.4%.

• The background shape uncertainty was estimated by using dif-
ferent slices of ηmax in the fit. The background shape was
obtained using only the regions of 4.0 < ηmax < 4.2 or 4.2 <
ηmax. The region of 3.0 < ηmax < 4.0 was not used since

35%√E
for pions, 

6 GeV for Z

ARTICLE IN PRESS

neutral hadrons being lost within charged hadron showers. For all
jet energies considered, fragments from charged hadrons, which
tend to be relatively low in energy, do not contribute significantly
to the jet energy resolution.

The numbers in Table 5 can be used to obtain an semi-
empirical parameterisation of the jet energy resolution:
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where E is the jet energy in GeV. The four terms in the expression,
respectively, represent: the intrinsic calorimetric resolution;
imperfect tracking; leakage and confusion. This functional form
is shown in Fig. 10. It is worth noting that the predicted jet energy
resolutions for 375 and 500GeV jets are in good agreement with
those found for MC events (see Table 3); these data were not used
in the determination of the parameterisation of the jet energy
resolution.

For a significant range of the jet energies relevant for the ILC,
high granularity PFlow results in a jet energy resolution which is
roughly a factor two better than the best achieved at LEP
(sE=E¼ 6:8% at

ffiffi
s

p
¼MZ). The ILC jet energy goal of sE=Eo3:8%

is reached in the jet energy range 40–420GeV.
Fig. 10 also shows a parameterisation of the jet energy

resolution ðrms90Þ obtained from a simple sum of the total

calorimetric energy deposited in the ILD detector concept. The
degradation in energy resolution for high energy jets is due to
non-containment of hadronic showers. It is worth noting that
even for the highest energies jets considered, PFlow reconstruc-
tion significantly improves the resolution compared to the purely
calorimetric approach. The performance of PFlow calorimetry also
is compared to 50%=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EðGeVÞ

p
" 3:0% which is intended to give an

indication of the resolution which might be achieved using a
traditional calorimetric approach. This parameterisation effec-
tively assumes an infinitely deep HCAL as it does not correctly
account for the effect of leakage (which is why it deviates
significantly from the ILD Calorimetric only curve at high
energies).

8. Dependence on hadron shower modelling

The results of the above studies rely on the accuracy of the MC
simulation in describing EM and hadronic showers. The Geant4
MC provides a good description of EM showers as has been
demonstrated in a series of test-beam experiments [27] using a
Silicon–Tungsten ECAL of the type assumed for the ILD detector

Table 5
The PFlow jet energy resolution obtained with PandoraPFA broken down into contributions from: intrinsic calorimeter resolution, imperfect tracking, leakage and
confusion.

Contribution Jet Energy Resolution rms90ðEjÞ=Ej

Ej ¼ 45GeV Ej ¼ 100GeV Ej ¼ 180GeV Ej ¼ 250GeV

Total (%) 3.7 2.9 3.0 3.1
Resolution (%) 3.0 2.0 1.6 1.3
Tracking (%) 1.2 0.7 0.8 0.8
Leakage (%) 0.1 0.5 0.8 1.0
Other (%) 0.6 0.5 0.9 1.0
Confusion (%) 1.7 1.8 2.1 2.3
(i) Confusion (photons) (%) 0.8 1.0 1.1 1.3
(ii) Confusion (neutral hadrons) (%) 0.9 1.3 1.7 1.8
(iii) Confusion (charged hadrons) (%) 1.2 0.7 0.5 0.2

The different confusion terms correspond to: (i) hits from photons which are lost in charged hadrons; (ii) hits from neutral hadrons that are lost in charged hadron clusters;
and (iii) hits from charged hadrons that are reconstructed as a neutral hadron cluster.
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Fig. 9. The contributions to the PFlow jet energy resolution obtained with
PandoraPFA as a function of energy. The total is (approximately) the quadrature
sum of the components.
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Fig. 10. The empirical functional form of the jet energy resolution obtained from
PFlow calorimetry (PandoraPFA and the ILD concept). The estimated contribution
from the confusion term only is shown (dotted). The dot-dashed curve shows a
parameterisation of the jet energy resolution obtained from the total calorimetric
energy deposition in the ILD detector. In addition, the dashed curve,
50%=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EðGeVÞ

p
" 3:0%, is shown to give an indication of the resolution achievable

using a traditional calorimetric approach.
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ILD optimisation

• Based of Pandora 
PFA

• Extensive studies 
done for the LOI

• Cost optimisation 
postponed 
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The study of the optimal HCAL thickness depends on the
possible use of the instrumented return yoke (the muon system)
to correct for leakage of high energy showers out of the rear of the
HCAL. The effectiveness of this approach is limited by the fact that,
for much of the polar angle, the muon system is behind the
relatively thick solenoid (2lI in the MOKKA simulation of the
detector). Nevertheless, to assess the possible impact of using the
muon detector as a ‘‘tail-catcher’’, the energy depositions in the
muon detectors were included in the PandoraPFA reconstruction.
Whilst the treatment could be improved upon, it provides an
indication of how much of the degradation in jet energy
resolution due to leakage can be recovered in this way. The
results are summarised in Fig. 11 which shows the jet energy
resolution obtained from PandoraPFA as a function of the HCAL
thickness. The effect of leakage is clearly visible, with about half of
the degradation in resolution being recovered when including the
muon detector information. For jet energies of 100 GeV or less,
leakage is not a major contributor to the jet energy resolution
provided the HCAL is approximately 4:7lI thick (38 layers).

However, for 180–250 GeV jets this is not sufficient; for leakage
not to contribute significantly to the jet energy resolution atffiffi

s
p
¼ 1 TeV, the results in Fig. 11 suggest that the HCAL thickness

should be between 5:526:0lI for an ILC detector.

9.4. Magnetic field versus detector radius

The LDCPrime model assumes a magnetic field of 3.5 T and an
ECAL inner radius of 1820 mm. A number of variations on these
parameters were studied: (i) variations in the ECAL inner radius
from 1280 to 2020 mm with B¼ 3:5 T; (ii) variations the B from 2.5
to 4.5 T with R¼ 1825 mm; and (iii) variations of both B and R. In
total 13 sets of parameters were considered spanning a wide range
of B and R. The parameters include those considered by the LDC, GLD
[35], and SiD [36] detector concept groups for the ILC. In each case
PFlow performance was evaluated for 45, 100, 180, and 500 GeV jets.

Fig. 12 shows the dependence of the jet energy resolution as a
function of: (a) magnetic field (fixed R) and (b) ECAL inner radius
(fixed B). For 45 GeV jets, the dependence of the jet energy
resolution on B and R is rather weak because, for these energies, it
is the intrinsic calorimetric energy resolution rather than the
confusion term that dominates. For higher energy jets, where the
confusion term dominates the resolution, the jet energy
resolution shows a stronger scaling with R compared to B.

The jet energy resolutions are reasonably well described by the
function:

rms90

E
¼

21ffiffiffi
E
p " 0:7" 0:004E

" 2:1
R

1825

" ##1:0 B
3:5

" ##0:3 E
100

" #0:3

%

where E is measured in GeV, B in Tesla, and R in mm. This is the
quadrature sum of four terms: (i) the estimated contribution to the
jet energy resolution from the intrinsic calorimetric resolution; (ii)
the contribution from track reconstruction; (iii) the contribution
from leakage; and (iv) the contribution from the confusion term
obtained empirically from a fit to the data of Fig. 12 and several
models where both B and R are varied [13]. In fitting the confusion
term, a power-law form, kBaRbEg, is assumed. This functional form
provides a reasonable parameterisation of the data; the majority of
the data points lie within 2s of the parameterisation.

These studies show that for the PandoraPFA algorithm, the
confusion term scales as approximately B0:3R, i.e. for good PFlow
performance a large detector radius is significantly more important
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Fig. 11. Jet energy resolutions ðrms90Þ for the LDCPrime as a function of the
thickness (normal incidence) of the HCAL. In addition, the ECAL contributes 0:8lI .
Results are shown with (solid markers) and without (open markers) taking into
account energy depositions in the muon chambers. All results are based on
Z-uu;dd; ss with generated polar angle in the barrel region of the detector,
jcosyqq jo0:7.
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Fig. 12. (a) The dependence of the jet energy resolution ðrms90Þ on the magnetic field for a fixed ECAL inner radius and (b) the dependence of the jet energy resolution
ðrms90Þ on the ECAL inner radius a fixed value of the magnetic field. The resolutions are obtained from Z-uu;dd; ss decays at rest. The errors shown are statistical only.
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than a very high magnetic field. From the perspective of designing
a real PFlow detector, this scaling law should be taken into account
in a cost-driven optimisation of the detector parameters.

9.5. ECAL and HCAL design

The dependence of PFlow performance on the transverse
segmentation of the ECAL was studied using modified versions of
the LDCPrime model. The jet energy resolution is determined for
different ECAL Silicon pixel sizes; 5! 5 mm2, 10! 10 mm2,
20! 20 mm2, and 30! 30 mm2. The two main clustering para-
meters in the PandoraPFA algorithm were re-optimised for each
ECAL granularity. The PFlow performance results are summarised
in Fig. 13a. For 45 GeV jets, the dependence is relatively weak
since the confusion term is not the dominant contribution to the
resolution. For higher energy jets, a significant degradation in
performance is observed with increasing pixel size. Within the
context of the current reconstruction, the ECAL transverse
segmentations have to be at least as fine as 10! 10 mm2 to
meet the ILC jet energy requirement of sE=Eo3:8% for the jet
energies relevant at

ffiffi
s
p
¼ 1 TeV, with 5! 5 mm2 being preferred.

A similar study was performed for the HCAL. The jet energy
resolution obtained from PandoraPFA was investigated for HCAL
scintillator tile sizes of 1! 1 cm2, 3! 3 cm2, 5! 5 cm2 and
10! 10 cm2. The PFlow performance results are summarised in
Fig. 13b. From this study, it is concluded that the ILC jet energy
resolution goals can be achieved an HCAL transverse segmenta-
tion of 5! 5 cm2. For higher energy jets going to 3! 3 cm2 leads
to a significant improvement in resolution. From this study there
appears to be no significant motivation for 1! 1 cm2 granularity
over 3! 3 cm2. The results quoted here are for an analogue
scintillator tile calorimeter. The conclusions for a digital, e.g. RPC-
based, HCAL might be different.

9.6. Summary

Based on the above studies, the general features of a detector
designed for high granularity PFlow calorimetry are:

# ECAL and HCAL should be inside the solenoid.
# The detector radius should be as large as possible, the

confusion term scales approximately with the ECAL inner
radius as R$1.

# To fully exploit the potential of PFlow calorimetry the ECAL
transverse segmentation should be at least as fine as
5! 5 mm2.
# For the HCAL longitudinal segmentation considered here, there

is little advantage in transverse segmentation finer than
3! 3 cm2.
# The argument for a very high magnetic field is relatively weak

as the confusion term scales as B$0:3.

These studies, based on the PandoraPFA algorithm, motivated the
design of the ILD detector concept for the ILC as is discussed in
more detail in Chapter 2 of [13].

10. Particle flow for multi-TeV colliders

In this section the potential of PFlow Calorimetry at a multi-
TeV eþ e$ collider, such as CLIC [37], is considered. Before the
results from the LHC are known it is difficult to fully define the jet
energy requirements for a CLIC detector. However, if CLIC is built,
it is likely that the construction will be phased with initial
operation at ILC-like energies followed by high energy operation
at

ffiffi
s
p
& 3 TeV. It has been shown in this paper that PFlow

calorimetry is extremely powerful for ILC energies. Given that
the confusion term increases with energy, it is not a priori clear
that PFlow calorimetry is suitable for higher energies. This
question needs to be considered in the context of the possible
physics measurements where jet energy resolution is likely to be
important at

ffiffi
s
p
& 3 TeV. For example, the reconstruction of the jet

energies in eþ e$-qq events is unlikely to be interest. Assuming
the main physics processes of interest consist of final states with
between six and eight fermions, the likely relevant jet energies
will be in the range 375–500 GeV. To study the potential of the
PFlow calorimetry for these jet energies the ILD concept, which is
optimised for ILC energies, was modified; the HCAL thickness was
increased from 6lI to 8lI and the magnetic field was increased
from 3.5 to 4.0 T. The jet energy resolution obtained for jets from
Z-uu;dd; ss decays at rest are listed in Table 7. For high energy
jets, the effect of the increased HCAL thickness (the dominant
effect) and increased magnetic field is significant. Despite the
increased particle densities, the jet energy resolution ðrms90Þ for
500 GeV jets obtained from PFlow is 3.5%. This is equivalent to
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Fig. 13. (a) The dependence of the jet energy resolution ðrms90Þ on the ECAL transverse segmentation (Silicon pixel size) in the LDCPrime model and (b) the dependence of
the jet energy resolution ðrms90Þ on the HCAL transverse segmentation (scintillator tile size) in the LDCPrime model. The resolutions are obtained from Z-uu ;dd; ss decays
at rest. The errors shown are statistical only.
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reflects shower feature size 
rather than particle separation
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AHCAL implementation

• Short barrel (2x 2350 mm)
– big endcap R = 3190 mm

• 8-fold symmetry
– 16 sub-modules

• 6 λ deep, 48 layers x 2 mm
– R = 2058-3410 mm
– 8000m2

• Cracks filled with steel
• Embedded front end electronics
• Accessible interfaces

9
Karsten Gadow |  ILD Magnet & calorimeters integration  |  01.-02.02.2012  |  Page 14 

AHCAL end cap 

16 AHCAL end cap top tower 

14 AHCAL end cap bottom tower 

frontend electronic 

2 x 5mm side walls 
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Mechanical prototypes

• Horizontal and vertical test structures built
– used cost-effective roller leveling - no machining

• Tolerances verified: 1mm flatness over full area
• To be used for integration studies, test beams

– and earthquake stability tests

10
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Layer cross section

11
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Electronics integration

• Basic unit: 144 tiles, 36x36cm2

• 36 ch. ASICs, power pulsed
– self-trigger, 16x memory, ADC

• embedded LED system
• compact design

– 5.4mm incl 3mm scintillator

12
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AHCAL cost drivers and scaling

• Absorber   10M  ~ volume
• SiPM           8M  ~ channel
• PCBs         22M  ~ area

• and not 

• Scintillator  1.5M     
• ASICs         1.8M
• Interfaces   1.4M
• ...

• total            50M

13

7.3. ILD cost evaluation

Figure III-7.2
Summary plot of the
relative contribution
by the di�erent sub-
components to the
total cost of the ILD
detector.

7.3.6 Muon system

The muon system being made of scintillator read out with SiPM like the AHCAL, the costs have been
derived from there. It corresponds mostly to the procurements of materials without assembly and
tooling. The cost is dominated by the costs if the sensor system. In total 6.5 MILCU is estimated.

7.3.7 Cost summary

The total cost of the ILD detector is summarised in Table III-7.7. The distribution of the costs
Table III-7.7
Summary table of the
cost estimate of the
ILD detector. Depend-
ing on the options used
the cost range is be-
tween 336 Mio ILCU
and 421 Mio ILCU.

System Option Cost [MILCU] Mean Cost [MILCU]

Vertex 3.4
Silicon tracking inner 2.3 2.3
Silicon tracking outer 21.0 21.0
TPC 35.9 35.9
ECAL 116.9

SiECAL 157.7
ScECAL 74.0

HCAL 44.9
AHCAL 44.9
SDHCAL 44.8

FCAL 8.1 8.1
Muon 6.5 6.5
Coil, incl anciliaries 38.0 38.0
Yoke 95.0 95.0
Beamtube 0.5 0.5
Global DAQ 1.1 1.1
Integration 1.5 1.5
Global Transportation 12.0 12.0

Sum ILD 391.8

among the di�erent systems is shown in Figure III-7.2.
The cost driving items are the yoke, and the calorimeter system. The cost for the integration

is an estimate of the scenario described in section 5.1, and might vary significantly with di�erent
scenarios. It includes the extra cost for the large platform (see chapter 5.5.1) on which the detectors
moves, as well as the extra costs of the cryogenics needed to allow a cold move of the detector. The
o�ine computing represents a significant cost. Owing to the continued large advances in computing
technology, we have estimated this at 20% of the equivalent cost for a LHC detector.

A first estimate of the person-power needed has been done. For each calorimeter it is estimate to
be around 200 MY, for the coil, 500 MY. From this the total person-power needed is extrapolated to

Detectors: ILD Detailed Baseline Design ILC Technical Design Report: Volume 4, Part III 309

fraction

• DBD costing is far from final, but 
much better than anything we had 
before, largely based on 2nd gen. 
prototyping

• Many lessons to be learnt
• What are the real cost drivers at 

present? 
• What are the scaling laws?

ILD
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Performance 

• Essentially all ILD DBD analyses were done with the AHCAL
• Dead regions, interfaces, services included in simulation

14

• Further optimisation possible
• Dependencies are smooth
• Fold in cost scaling
• New degrees of freedom

• sampling
• two granularities

1.2. ILD layout and performance

Figure III-1.6
Fractional jet energy
resolution plotted
against | cos ◊| where
theta is the polar angle
of the thrust axis of the
event.
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Table III-1.1. List of the main parameters of the ILD detector for the barrel part.

Barrel system

System R(in) R(out) z comments
[mm]

VTX 16 60 125 3 double layers Silicon pixel sensors,
layer 1: layer 2: layer 3-6
‡ < 3µm ‡ < 6µm ‡ < 4µm

Silicon
- SIT 153 300 644 2 silicon strip layers ‡ = 7µm

- SET 1811 2300 2 silicon strip layers ‡ = 7µm

- TPC 330 1808 2350 MPGD readout 1 ◊ 6mm2 pads ‡ = 60µm at zero
drift

ECAL 1843 2028 2350 W absorber SiECAL 30 Silicon sensor
layers, 5 ◊ 5 mm2

cells
ScECAL 30 Scintillator layers,

5 ◊ 45 mm2 strips
HCAL 2058 3410 2350 Fe absorber AHCAL 48 Scintillator lay-

ers, 3 ◊ 3cm2 cells,
analogue

SDHCAL 48 Gas RPC layers,
1 ◊ 1 cm2 cells,
semi-digital

Coil 3440 4400 3950 3.5 T field 2⁄

Muon 4450 7755 2800 14 scintillator layers

the total interaction length including the calorimeter system.
The performance of the tracking system can be summarised by its combined momentum resolution,

shown in Figure III-1.5 (left). A resolution of ‡
1/pT

= 2 ◊ 10≠5 GeV≠1 has been achieved for high
momenta. For many physics studies the tagging of long lived particles is of key importance. Several
layers of pixel detectors close to the IP allow the reconstruction of displaced vertices, as shown in
Figure III-1.5 (right).

Calorimeter system and tracking system together enter into the particle flow performance. The
performance of the ILD detector for di�erent energies and as a function of the polar angle is shown in
Figure III-1.6.

The few plots shown in this executive summary illustrate the anticipated performance of the
detector and illustrate the potential for precision measurements with the ILD detector. More details

Detectors: ILD Detailed Baseline Design ILC Technical Design Report: Volume 4, Part III 189

For scintillator, 
optimize independently 



Conceptual design: done.
Steps towards realisation:

15



MC

Scintillator HCAL Felix Sefkow    SiD Meeting, 14.-16. October 2013 

SiPM improvements

• Dynamic field, driven by medical 
applications (PET)
– commercial use requires uniform 

devices

• 1€ per piece not unrealistic
– Hamamatsu, SensL

• Improved performance in today’s 
prototypes
– e.g. Russian sensors have 100x less 

noise than in physics prototype

16
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Scintillator tile options

• Megatiles interesting alternative
– need to understnd limitations and impact of optical cross talk

• need to optimise design and production together
• implication for QC chain: scintillator SiPM system 

independent of final electronics - or not

17
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Going mass production: more tiles+SiPMs

> ITEP produced direct-readout tiles (+ Ketek 
SiPMs with 12100 pixels) for 2 HBUs, 
paperwork ongoing

> NIU: 1 HBU with top-view SiPMs being tested
> Uni HH produced direct-readout tiles for 

8 HBUs, Ketek SiPMs with 2300 pixels for 
8 HBUs delivered and being tested now
(more details in talk by K. Briggl)

> expect Hamamatsu MPPCs for 4 HBUs from 
Japan, ITEP agreed to produce direct-readout 
tiles 

> mass assembly: talk by P. Chau
> testing several different options now, but for

practical reasons will need to converge to
1 or 2 for larger prototypes (but this will not be 
an advance decision for ILD calo)

ITEP

Uni HH
CPTA, KETEK or 

Hamamatsu 
sensors

no WLS fibre

Katja Krüger  |  AHCAL prototype overview   |  10 Sept 2013  |  Page 14/16

Going mass production: more tiles+SiPMs

> ITEP produced direct-readout tiles (+ Ketek 
SiPMs with 12100 pixels) for 2 HBUs, 
paperwork ongoing

> NIU: 1 HBU with top-view SiPMs being tested
> Uni HH produced direct-readout tiles for 

8 HBUs, Ketek SiPMs with 2300 pixels for 
8 HBUs delivered and being tested now
(more details in talk by K. Briggl)

> expect Hamamatsu MPPCs for 4 HBUs from 
Japan, ITEP agreed to produce direct-readout 
tiles 

> mass assembly: talk by P. Chau
> testing several different options now, but for

practical reasons will need to converge to
1 or 2 for larger prototypes (but this will not be 
an advance decision for ILD calo)

ITEP

Uni HH

individually 
wrapped;

KETEK sensors

Northern Illinois University 
Integrated Readout Layer 

- Uses HBU2 FE 
- Hamamatsu MPPC  mounted on small 
flex circuits 
- Scintillator “Megatile”    with  3  x  3  cm  cells  
optically isolated with white epoxy 
- Cells have a concave dimple improve the 
uniformity of the response and to direct 
light through hole in board onto MPPC 
- Easier to assemble, does not need WLS 
optical fiber 
 

Results by Kurt Francis 

First big  
commissioning 
steps accomplished. 
Great progress…!! 

Hamamatsu sensors,
on PCB surface

Northern Illinois
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2nd generation prototype

• Full slab: signal integrity

• Full layer: hadrons 

• First stack: electrons

18

18/30

 

Single HBUs to Full Slab

2160mmPhoto: J. Kvasnicka, I. Polak

Single HBUs extensively operated and in lab 
and DESY testbeam

Full length ILD slab, 2*2 layer assembled and 
operated

Power pulsing tests on full slab ongoing

Timing behaviour characterised on 2*2 layer

7/14

 

Hadron Testbeam Setup

2x2 PCBs (72x72cm2) in hadron 
testbeam next week

Last layer behind W-DHCAL (3.8λ
i
)

Mechanical setup finished

Measure radial hadron shower time 
development (similar to T3B)

Channelwise hit timing (SPIROC2b 
TDC)

Larger scale system test

576 channels

Readout of two slabs

Commissioning

19/30

 

Multilayer Test Beam

Operation of 5 synchronous layers

Fully self-triggered

Airstack for MIP calibration

ILD absorber for first calorimetric data

All mechanics already in ILD format!

More to come soon!
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Flexible test beam roadmap

• 2013-14: 
– e.m. stack, 10-15 layers, 

~200 ch

• 2015-16: 
– hadron stack with shower start 

finder, 20-30 HBUs, ~ 4000 ch

• 2017-18:
– hadron prototype, 20-40 

layers, 10-20,000 ch

• Gradual SiPM and tile 
technology down-select

• Exercise mass production and 
QC procedures 

19

Fe and W
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AHCAL groups in CALICE

20

Uni Bergen

Prag
Northern 
Illinois Uni

DESY

CERN

Uni Hamburg

Omega@LLR

Dubna

ITEP

MPI München

Uni Wuppertal Uni Mainz
Uni Heidelberg

Matsumoto,
Japan

thanks, Katja!



Realisation: on the way.
AHCAL for SiD:
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Realisation: on the way.
AHCAL for SiD:
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Stanitzki, options!
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SiD HCAL

• Similar architecture
– accessible electronics

• Barrel: smaller but longer
–  not a problem

• Same sampling

• To be done:
• Optimise granularity

– expect no changes
• Implement active layers in mechanical design

– HBUs are 8,9, 10, 12 tiles wide, smaller is easy
– space for interfaces and services

22

4.3. Hadronic Calorimeter

4.3.3 Global HCAL mechanical design

The SiD HCAL is located inside the magnet and surrounds the electromagnetic calorimeter, the
latter being fixed to it. The HCAL internal and external radii are respectively: Rint=1417 mm and
Rext=2493 mm. The overall length is 6036 mm, centred on the interaction point.

The HCAL is divided into twelve identical azimuthal modules, as illustrated in Figure II-4.7. Each
module has a trapezoidal shape and covers the whole longitudinal length. The chambers are inserted
in the calorimeter along the Z-direction from both ends and can eventually be removed without taking
out the absorber structure from the magnet. Special care of the detector layout has been taken into
account to avoid a crack at ◊=90¶.

Figure II-4.7
Cross-section of the
HCAL barrel (left) and
face and top views
of the HCAL endcap
(right).

The absorber plates are supported by several stringers fixed radially on both sides of the modules.
Stringers of two consecutive modules are staggered in order to maximise the active detector area.
Although the space between two consecutive modules is not instrumented, it is however filled by the
absorber material. The barrel will be fixed on the magnet at 3 and 9 o’clock or 5 and 7 o’clock. Each
endcap forms a plug that is inserted into an end of the barrel calorimeter. The layer structure of the
end cap calorimeters is the same as for the barrel. Figure II-4.7 shows a view of one endcap.

4.3.4 Baseline technology

In the baseline design, the active element of the SiD DHCAL uses Resistive Plate Chambers (RPCs).
RPC fulfils all the above mentioned requirements for a PFA DHCAL. For the standard two-glass
plate design [116], a position resolution of a few hundred µm is typical and so a segmentation of the
readout into pads of 1 ◊ 1 cm2 or smaller is technically meaningful. The design can be tuned to
minimise the thickness. With two glass plates a layer thickness smaller than 8 mm appears achievable.
If using the 1-glass design [116] an overall thickness of 1 mm less is conceivable. The noise rate
for RPCs is in general extremely low, with values below 1 Hz/cm2 for MIP detection e�ciencies
exceeding 90% [117].

RPCs with glass plates as resistive plates are reliable and operate stably. Long term tests showed
no changes in performance [117]. The rate capability of RPCs is well understood [118] and is adequate
for most of the solid angle of a colliding beam detector. In the forward region, where the rates are in
general higher, RPCs using resistive plates with lower bulk resistivity or other high rate gas detectors
might be required.
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Left-shifted stringers

Right-shifted stringers
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Electronics

• Cooperation DESY, NIU (+FNAL)
– DIF: DAQ interface

• design: DESY
• prod: NIU (+FNAL)

– IRL: HBU with NIU coupling 
concept

• design: DESY and NIU
• prod: DESY

• To be done:
– evaluate combined operation 

with kPix
– SPIROC and kPix both have 

time-stamping, memory, 
digitisation  and readout 
between trains

– common beam test at SLAC?
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NIU Megatile

NIU concept: Surface mounted SiPMs

SiPMs mounted on top of tile

Concave dimple in tile for uniformity

Megatile scintillator

18*18cm2 divided into 3*3cm2 cells

Optical isolation by white epoxy

Easy assembly

SiPMs assembled like standard 
components

Scintillator is equipped in larger pieces

Modified HBU designed and produced at 
DESY

First calibration spectra obtained by 
NIU

Northern Illinois University 
Integrated Readout Layer 

- Uses HBU2 FE 
- Hamamatsu MPPC  mounted on small 
flex circuits 
- Scintillator “Megatile”    with  3  x  3  cm  cells  
optically isolated with white epoxy 
- Cells have a concave dimple improve the 
uniformity of the response and to direct 
light through hole in board onto MPPC 
- Easier to assemble, does not need WLS 
optical fiber 
 

Results by Kurt Francis 

First big  
commissioning 
steps accomplished. 
Great progress…!! 

Mathias Reinecke  |  DESY-CERN meeting  |  Oct. 8th.2012  |  Page 13 

DIF  Module  (‘Detector  Interface’) 

> Interface between inner 
detector and DAQ. 

> Based on Xilinx Spartan3 
FPGA XC3S1500 

> Firmware development at FE. 
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Summary

• Scintillator optimises energy resolution and 
imaging capability

• SiPM technology is established, understood and 
holding further potential

• Nothing on the AHCAL is particularly closely 
related to detector size or tracking technology

• There is relatively little required to arrive at a fully 
qualified option for SiD

24



Back-up
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Jet energy resolution

• At the ILC, must separate hadronic W and 
Z line D+ and Ds at Belle

• Famous “blue plot”: study strong electro-
weak symmetry breaking at 1 TeV 
– WWνν, ZZνν production
– but this is not the only one

• H → WW*, ZZ* (total width)
• H → cc, Z → νν 
• Chargino neutralino separation 

• In contrast, multi-jet final states like ttH 
are rather insensitive 
– jet finding dominates

26

Physics Performance
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FIGURE 3.3-12. a) Di-jet mass from the 5C kinematic fit after all selection cuts. b) Fit of the background
and Chargino and Neutralino contributions. The fit parameters are the normalisations of the W and
Z peaks. c) Energy spectra of W and Z boson candidates after the Chargino and d) Neutralino event
selections, shown including fits to signal and background contributions.

the W and Z candidates from the kinematic fit are shown in Figure 3.3-12c/d. The masses
of the gauginos are determined from the kinematic edges of the distributions located using
an empirically determined fitting function for the signal and a parameterisation of the SM
background. From the fit results the upper and lower kinematic edges of the �̃±1 sample
are determined to ±0.2 GeV and ±0.7 GeV respectively. The corresponding numbers for the
�̃0

2 sample are: ±0.4 GeV and ±0.8 GeV. For the SUSY point 5 parameters, the �̃±1 lower
edge is close to mW and, thus, does not significantly constrain the gaugino masses. The
other three kinematic edges can be used to determine the gaugino masses with a statistical
precision of 2.9 GeV, 1.7 GeV and 1.0 GeV for the �̃±1 , �̃0

2, and �̃0
1 respectively. The errors on

the masses are larger than the errors on the positions of the edges themselves. This reflects
the large correlations between the extracted gaugino masses; the di↵erences in masses are
better determined than the sum. If the LSP mass were known from other measurements, e.g.
from the slepton sector, the errors on the �̃±1 and �̃0

2 masses would be significantly reduced.
Furthermore, the resolutions can be improved by about a factor of two using a kinematic
fit which constrains the boson masses for chargino (neutralino) candidates not only to be
equal to each other, but also to be equal to the nominal W (Z) mass. In this case, statistical
precisions of 2.4GeV, 0.9GeV, and 0.8GeV are obtained for the �̃±1 , �̃0

2, and �̃0
1 respectively.
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6.3. ILD benchmarking

obtained, demonstrating that the ILD jet energy resolution is su�cient to separate the hadronic
decays of gauge bosons.

Figure III-6.8
a) The reconstructed
di-jet mass distribu-
tions for the best jet-
pairing in selected
‹e‹̄eWW (blue) and
‹e‹̄eZZ (red) events atÔ

s = 1 T eV . b) Distri-
butions of the average
reconstructed di-jet
mass, (mij + mB

kl)/2.0,
for the best jet-pairing
for ‹e‹̄eWW (blue)
and ‹e‹̄eZZ (red)
events. /GeVijm
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6.3 ILD benchmarking

In chapter 1.4, the list of benchmark reactions is described which have been studied by the detector
groups (for more detail see [386]). The result of the analyses of these benchmarks are briefly presented
in this section. The generation of both signal, physics background, and machine background was
done as a common e�ort between ILD and SiD and is described in detail in chapter 2.2. The detector
simulation software and detector model used are described in chapter 5.4. Events for the analyses were
generated and simulated with the detailed GEANT4 based ILD model, and centrally reconstructed.
The PandoraPFA and LCFIPlus algorithms (described in chapter 2.2) were used.

The first three benchmark processes presented are at
Ô

s=1 TeV. They were chosen partly to
demonstrate the capability of the detectors under the conditions of the ILC operating at 1 TeV, partly
to exploit the opportunities that this higher energy would bring. More specifically:
e+e≠ æ ‹‹̄h is intended to test the detector capabilities in simple topologies.

e+e≠ æ W +W ≠ is complementing the first benchmark by topologies with jets at higher energies
and at lower angles.

e+e≠ æ tt̄h is intended to demonstrate the capability of the detector to disentangle very complicated
final states.

These processes were studied assuming an integrated luminosity (L) of 1 ab≠1, and with polarised
beams. Using the convention that Pp≠,p+ denotes a configuration of p ≠ % degree of polarisation
for the electrons, p + % for the positrons, the full sample was evenly divided in two samples with
P≠80,+20

and P
+80,≠20

. The full sample is referred to as the full DBD sample in the following, while
the two sub-samples are called the DBD P≠80,+20

and P
+80,≠20

samples.
The last of the benchmark processes was the analysis of e+e≠ æ tt at

Ô
s = 500 GeV. The

integrated luminosity was assumed to be 500 fb≠1, evenly divided in a P≠80,+30

sample and a
P

+80,≠30

one. This particular reaction was chosen to compare the current more detailed ILD model
to the one used in earlier studies to understand the impact the improved simulation model has on the
physics reach.
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W Z separation

27
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At this stage, it seems that all of these technological options
can meet the performance requirements

Differences in performance are not large
no show-stoppers found
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W Z separation
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At this stage, it seems that all of these technological options
can meet the performance requirements

Differences in performance are not large
no show-stoppers found
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Design parameters

29

Chapter 1. ILD: Executive Summary

Figure III-1.2
Quadrant view of the
ILD detector concept.
The interaction point
is in the lower right
corner of the picture.
Dimensions are in mm.

1.1 ILD philosophy and challenges

The particle flow paradigm translates into a detector design which stresses the topological recon-
struction of events. A direct consequence of this is the need for a detector system which can separate
e�ciently charged and neutral particles, even inside jets. This emphazises the spatial resolution for
all detector systems. A highly granular calorimeter system is combined with a central tracker which
stresses redundancy and e�ciency. The whole system is immersed in a strong magnetic field of
3.5 T. In addition, e�cient reconstruction of secondary vertices and very good momentum resolution
for charged particles are essential for an ILC detector. An artistic view of the detector is shown in
Figure III-1.1, a vew of a quarter of the detector is seen in Figure III-1.2.

The interaction region of the ILC is designed to host two detectors, which can be moved in and
out of the beam position with a “push-pull” scheme. The mechanical design of ILD and the overall
integration of subdetectors takes these operational constraints into account.

The ILC is designed to investigate the mechanism of electroweak symmetry breaking. It will
allow the study of the newly found higgs-like particle at 126 GeV. It will search for and explore new
physics at energy scales up to 1 TeV. In addition, the collider will provide a wealth of information on
standard model (SM) physics, for example top physics, heavy flavour physics, and physics of the Z
and W bosons, as discussed earlier in this document. A typical event (tt̄ at 500 GeV) is shown in
Figure III-1.3. The requirements for a detector are, therefore, that multi-jet final states, typical for
many physics channels, can be reconstructed with high accuracy. The jet energy resolution should be
su�ciently good that the hadronic decays of the W and Z can be separated. This translates into a
jet energy resolution of ‡E/E ≥ 3 ≠ 4% (equivalent to 30%/

Ô
E at 100 GeV). Secondary vertices

which are relevant for many studies involving heavy flavours should be reconstructable with good
e�ciency and purity. Highly e�cient tracking is needed with large solid-angle coverage.

186 ILC Technical Design Report: Volume 4, Part III

1.2. Silicon-based Tracking

Figure II-1.2
SiD quadrant view.

the high magnetic field, makes for a very compact system, thereby minimising the size and costs of
the calorimetry.

To provide for a very robust track-finding performance the baseline choice for the vertex detector
is a sensor technology that provides time-stamping of each hit with su�cient precision to assign it to
a particular bunch crossing. This significantly suppresses backgrounds.

Several technologies are being developed. One of them is a CMOS-based monolithic pixel sensor
called Chronopixel. The main goal for the design is a pixel size of about 10 ◊ 10 µm2 with 99%
charged-particle e�ciency. Prototype devices have demonstrated that the concept works; what should
be a fully functional chip is presently under test. More challenging is the 3D vertical integrated silicon
technology, for which a full demonstration is also close.

Minimising the support material is critical to the development of a high-performance vertex
detector. Di�erent groups are studying an array of low-mass materials such as reticulated foams and
silicon-carbide materials. An alternative approach that is being pursued very actively is the embedding
of thinned, active sensors in ultra low-mass media. This line of R&D explores thinning active silicon
devices to such a thickness that the silicon becomes flexible. The devices can then be embedded in,
for example, Kapton structures, providing extreme versatility in designing and constructing a vertex
detector.

Power delivery must be accomplished without exceeding the material budget and over heating
the detector. The vertex detector design relies on power pulsing during bunch trains to minimise
heating and uses forced air for cooling.

Detectors: SiD Detailed Baseline Design ILC Technical Design Report: Volume 4, Part II 59

SiD

RECAL= 1843 mm
AECAL= 2500 m2

RCOIL= 3440 mm
RTOT = 7555 mm

B = 3.5 T
MYOKE = 13.4 kt

RECAL= 1265 mm
AECAL= 1200 m2

RCOIL= 2591 mm
RTOT = 6042 mm

B = 5 T
MYOKE = 8 kt
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Parameter optimisation

• Was done for the LOI
– see Angela Lucaci’s talk at 

ILD meeting in Cambridge, 
2008

– tile size
– tile thickness
– absorber material
– absorber plate thickness
– total thickness
– dead zones

• Revise main cost drivers with 
new Pandora
– absorber plate thickness d
– tile size g; varying? 
– total thickness T

• Strip option: need SSA
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Absorber Thickness

Change absorber thickness to see sampling effects (modify number of
HCAL layers accordingly, to keep total thickness approximately constant;
range: 20 - 60 HCAL layers)
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For Z → uū, dd̄ , ss̄:

Absorber/scintillator ratio
3 4 5 6 7 8 9 10

/G
eV

je
t

E
/

90
R

M
S

0.030

0.035

0.040

0.045

0.050

0.055
Absorber thickness

45 GeV jets
100 GeV jets
180 GeV jets
250 GeV jets

Angela Lucaci-Timoce ILD Optimization Meeting - September 2008, Cambridge 11

Two showers : π+ 10GeV, K0
L 10GeV
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Figure 5: Distributions of the recon-
structed energy of the neutral shower
from K0

S
in the presence of nearby shower

from π+ for two options of HCAL trans-
verse segmentation, 3×3 and 5×5 cm2

(dashed and dotted histograms, respec-
tively). Solid histogram shows reference
distribution obtained for a 10 GeV K0

S

shower in the absence of nearby shower.
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Figure 6: Separation quality as a function
of distance between two particles, 10 GeV
K0

S
and 10 GeV π+, for different options

of HCAL transverse and longitudinal seg-
mentation.

cm2. The reference energy distribution obtained for a 10 GeV K0
L shower in

the absence of any nearby shower is also shown. Performance is quantified in
terms of particle separation quality defined as a fraction of events in which
the reconstructed energy of a neutral shower lies in the interval Etrue ± 3σ,
where Etrue is the true energy of K0

L
and σ is the nominal energy resolution.

The separation quality is found to be hihgly sensitive to both transverse and
longitudinal segmentation of the HCAL as demonstrated in Figure 6. An
independent approach of shower separation based on an alternative clustering
method with minimal spanning trees gives comparable results for a digital
calorimeter with 1×1 cm2 RPC cell size 7.
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Industrialisation: Numbers!

• The AHCAL

• 60 sub-modules

• 3000 layers

• 10,000 slabs

• 60,000 HBUs

• 200’000 ASICs

• 8,000,000 tiles and 

31

• One year

• 46 weeks

• 230 days

• 2000 hours

• 100,000 minutes

• 7,000,000 seconds

Katja Krüger  |  AHCAL prototype overview   |  10 Sept 2013  |  Page 16/16

Conclusions and Outlook

preparations for a full engineering prototype:

> multi-layer DAQ: first version running, next steps:
 integration of LDA
 switch to HDMI readout

> work on quality assurance & infrastructure

> more hardware, especially tiles+SiPMs, 
in production

next testbeams at DESY:
> 1 week in October 2013
> 11 days in December 2013
> 2 weeks in January 2014

Katja Krüger  |  AHCAL prototype overview   |  10 Sept 2013  |  Page 3/16

going from 1 HBU to a detector prototype: 1D 

> single HBUs extensively tested and calibrated in lab
> cross check the calibration and the uniformity of all channels on one 

chip with MIPs in testbeam
> operation of a slab with 6 HBUs
> power pulsing with a full slab: started (more details in talk by S. Chen)

Mathias Reinecke  |  CALICE meeting  |  Sept. 10th, 2013  |  Page 5 

New 8 HBU2 boards 

> All 8 new HBU2s have been tested 
and work fine. 

> Problem: Significant spread of board 
dimensions within the 8 boards. 
Landmarks differ up to 0.4mm 
(0.1mm was specified). 

> Problems during PCB assembly and 
with the steel cassettes (individual 
cassettes needed). 

> From the discussion with PCB manufacturer: For the next order, there will be 
a pre-compensation process step for the inner pcb layers before the pressing 
operation. This will solve the problem as it did for the first 6 HBUs.   

Katja Krüger  |  AHCAL prototype overview   |  10 Sept 2013  |  Page 14/16

Going mass production: more tiles+SiPMs

> ITEP produced direct-readout tiles (+ Ketek 
SiPMs with 12100 pixels) for 2 HBUs, 
paperwork ongoing

> NIU: 1 HBU with top-view SiPMs being tested
> Uni HH produced direct-readout tiles for 

8 HBUs, Ketek SiPMs with 2300 pixels for 
8 HBUs delivered and being tested now
(more details in talk by K. Briggl)

> expect Hamamatsu MPPCs for 4 HBUs from 
Japan, ITEP agreed to produce direct-readout 
tiles 

> mass assembly: talk by P. Chau
> testing several different options now, but for

practical reasons will need to converge to
1 or 2 for larger prototypes (but this will not be 
an advance decision for ILD calo)

ITEP

Uni HH



Ongoing R&D Work – Heidelberg 

Front-end ASIC design
[optimized for low gain SiPMs]

Tile/SiPM characterization
Large scale tile testing

SiPM Simulation
[Program: Gossip]
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asKLauS ASIC [Version 2.0]

Large Tile Tester Prototype
[with Klaus readout]

Heidelberg
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Quality control and production

• Can be done: our engineers are 
looking forward to it

• There are interesting problems to 
solve

• Some efforts started:

• SiPM and tile QC and characterisation
– with UV light and beta source
– fully automatised, fast parallel 

readout
• LED ad ASIC tests
• HBU assembly

– place tiles, solder SiPMs
– close relation to tile design and SiPM 

coupling
– impact on QC chain

32

CALICE Meeting   Annecy 09 / 2013 Konrad Briggl, Rene Hagdorn

Status of the LTT Prototype
● Movement and measurement fully automatized

● Synchronization between positioning and 

measurement working

● Electronic noise levels as expected

● Stable Alignment of Readout head to pins on tile palette

       → ready for first dark spectra measurements

To do:

– Validate stable electric connectivity

– Optical fibers to be reattached and optimized for 
uniformity

– System for reading QR codes of tiles.

– Scripts for parsing initial database informations 
(e.g. Tile ID from QR code)
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SiPM response

• X = X(ΔV), ΔV(T) = Vbias - Vbreakdown(T)

33
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Calibration: look at full chain

• LOI validation: IDAG triggered study 
of required precision and luminosity 
for calibration

• MIP (= cell energy) scale well 
understood

• LEDs for gain monitoring: issue is not 
cost, but time, and bandwidth 

• need to optimize strategy, possible 
feedback on design and specs

• Test bench is part of calibration - 
study required precisions vs. time 
needed for procedures

• “Precision” = measurement accuracy 
or device-to-device non-uniformity

34

Figure 1: Required luminosity for 1000 identified tracks in hadronic events per HBU at Z0

resonance running in the barrel AHCAL. One half of the AHCAL is shown, with the z coor-
dinate of the interaction point at the lower left corner; z is measured here in units of tiles (3
cm).

realistic running times. However, the method is well suited for the determination of average
corrections for a sub-section of the detector, e.g. a layer in a module.

With 1000 identified tracks, a calibration precision of about 3% to 4% can be reached, as
demonstrated in studies on CALICE data. A higher number of entries does not significantly
improve the precision, while with lower numbers of around 500 to 600 entries, about 6% are
achievable. Below 300 identified tracks, a reliable fit is not possible.

At the Z pole, 1 pb−1 is sufficient to provide at least 1000 identified tracks per layer module
(one layer in a stave, there are 32 such modules in a complete barrel calorimeter layer) out to
AHCAL layer 20, while 20 pb−1 are necessary to reach out to the last AHCAL layer, layer 48.
One layer module has about 3000 individual cells. Splitting the calibration into finer parts,
such as individual electronic modules (HBU, a unit of 144 cells) requires correspondingly larger
data samples. However, 20 pb−1 at the Z pole would be sufficient for a 3% HBU by HBU
calibration of the first 20 layers in the calorimeter.

For the last layers in the calorimeter, also Z0 → µ+µ− events contribute significantly to
the overall statistics. The branching ratio is only 5% of the branching ratio into quarks, but
the muons do not suffer significant attenuation in the calorimeter, so they also reach the last
layers. In fact, for the last layer they contribute about the same number of identified tracks
as the tracks in hadronic showers, reducing the required integrated luminosity to 10 pb−1.

Figure 1 shows the required luminosity for an HBU by HBU calibration based on hadronic
Z0 decays as a function of the position in the AHCAL barrel. It is clearly apparent that the
first layers can be quickly calibrated to high precision with this method, while for the outer
layers higher integrated luminosities are needed.

At 500 GeV, significantly larger integrated luminosities are necessary to achieve the same
precision due to the much lower cross section. Less than 2 fb−1 will allow for a 3% calibration
for each layer-module out to layer 20, so even at full energy running a monitoring of the
calibration on the layer-module level will be possible. Also here, muons contribute to the
calibration of the last layers in the detector.

4

Figure 3: Effect of AHCAL mis-calibrations on the di-jet energy resolution in Z0 decays to
light quarks at 500 GeV, for details see text.

last scenario also results in a shift of the reconstructed di-jet invariant mass, which would be
straightforward to correct.

In general, this study shows that the effect of the cell-by-cell calibration on the overall
detector performance is negligible. The required precision here is given by the needs of the
minimum-ionizing track calibration procedures. The layer module variations that can be
tolerated in terms of the overall energy resolution are much larger than the calibration accuracy
that can be achieved already with very moderate statistics. The highest precision is required
for overall correlated shifts of all detector cells, for example due to temperature or voltage
variations. These can be controlled both the MIP based monitoring procedures and with gain
monitoring of the photo-sensors using the LED calibration system.

We finally point out that the simulated mis-calibration effects include the implicit de-
adjustments of thresholds (set to 0.5 MIP) and the impact this has on the calorimeter’s
tracking efficiency for minimum ionizing particles. Therefore the observed changes in the jet
energy resolution do not only reflect shifts in the energy scale, but also the degradation of the
pattern recognition capabilities.

6 Achieved precision in the test beam

In the test beam, we usually apply a muon beam based MIP calibration to the hadron data,
which are taken only a few days or weeks later in exactly the same configuration. This required
already the development of temperature correction procedures.

In order to even more realistically mimic the calibration scheme for the final detector, we
present here a study where we transport the calibration obtained in one test beam site to data
taken at another. Between the running periods at CERN in 2007 and at Fermilab in 2008,

8

Calice Analysis note 18 and ILD note
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ILD ECAL

• 2500 m2 sensor area: main cost 
driver

• work with industry on unit cost
• re-visit optimisation with new 

degrees of freedom
– hybrid scintillator silicon 

transition
– variable transverse segmentation
– vary sampling (no of layers)
– account for inter-calibration

• strip alternative

35

J. S. Marshall ECAL Simulation Studies

Two Granularity & Layer Reduction

24

• Finally, study ECAL layer reduction in the context of a two granularity model. The W absorber 
thicknesses remain as described on slide 21, but the transverse granularities are:

30 layers 10L(5x5mm2) + 20L(15x15mm2)

26 layers   9L(5x5mm2) + 17L(15x15mm2)

20 layers   7L(5x5mm2) + 13L(15x15mm2)

16 layers   6L(5x5mm2) + 10L(15x15mm2)

• Maintain roughly constant fraction of total 
layers with 5x5mm2 granularity.

• As expected, resolutions flat wrt layer 
number at high Ej; performance closer to 
constant 5x5mm2 than 15x15mm2.

Sampling counts at low energy 
(resolution)

Granularity counts at high energy 
(confusion)

Mostly in first 1/3 of layers 
(photon-hadron separation)

21

A lot of recent progress on Pandora calibration and 
Strip Splitting Algorithm for Scintillator ECAL

P
F

A
 g

o
a

l

ScECAL 5x45 mm2 strips (SSA)
ScECAL 5x5 mm2 cells
SiW ECAL 5x5 mm2 cells

Very encouraging

Some effects still to be   
 included in simulation:
   - Non-uniform 
      strip response
   - MPPC saturation

John Marshal

Daniel Jeans


