
High-Level Reconstruction: 
Overview and Workshop Goals 

Jenny List 
DESY 

6.7.2015 
 
 
 

HLRecoWS  2015 
6-10 July 2015, Hamburg, Germany 

High-Level Reconstruction, 
6-10 July 2015 

1 



Outline 

l  Introduction: 
Why care now? 

l  DBD Status: 
What has been achieved?  

l  Beyond the DBD: 
What next? 

l  Example: Si Tracking 

l  Conclusions 

High-Level Reconstruction, 6-10 July 2015 2 



Introduction 
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Why do we care now?	

We have  
•  written CDRs, DBDs, Physics TDR  

& many individual publications 

•  using full, Geant4-based detector  
simulation and reconstruction 

•  backed-up by test beam performance  

⇒  studied our detector concepts and their 
physics performance in more detail than ever 
before for a project at a comparable stage of 
its life-cycle! 
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So why do we have to push 
ever further than this? 



Unprecendented Precision 

Precision physics program requires LC detectors to be 
•  2-10 x more precise than previous 

 collider detectors 

•  highly granular to deal with  
6, 8 and more jets in final state 

⇒  Particle Flow Concept! 
•  design of LC detectors optimised  

for PFlow performance  

•  detector design & final physics  
performance intimately intertwined with reconstruction: 
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Detector Design Reconstruction Physics 
Performance 

Evaluation Evaluation 

Requirements Requirements 



Since the DBD 

•  a lot of important software developments 
•  but no update of the standard recontruction 
•  all developments w.r.t. DBD StdReco 
•  non-trivial interplay 

•  our goal this week: 
•  a major update of the standard reconstruction 
•  make the developments available for all analyses and 

optimisation studies 
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DBD Reconstruction  (ILD) 
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DBD Reconstruction - Overview  
 <marlin> 
   <execute> 
 <!-- =========  overlay gamma gamma background  === --> 
     <processor name="BgOverlay" /> 
 <!-- ========== track digitization and tracking  === --> 
    ......      
     <!-- ========== the new C++ tracking =============== --> 
     <processor name="MyClupatraProcessor" /> 
      <processor name="MySiliconTracking_MarlinTrk"/>   
     <processor name="MyForwardTracking"/> 
     <processor name="MyTrackSubsetProcessor" /> 
     <processor name="MyFullLDCTracking_MarlinTrk"/>   
 
<!-- ========== the post tracking patrec   ================= à 
     <processor name="MyV0Finder"/>                 
     <processor name="MyKinkFinder"/>  
.... 
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TPC, Si, Fwd 
tracking, 

combined track fit in 
 FullLDCTracking 

γγ->hadron overlay 

V0 & Kink finding: 
input to Pandora 



DBD Reconstruction - Overview  
     <!-- ===== calorimeter digitization and PFA ======= --> 
       .... 
     <processor name="MyMarlinPandora"/> 
     <processor name="MyBCalReco"/> 
 
     <!-- ========== particle ID =================== --> 
     <!--processor name="MyPFOID" / à 
 
     <!-- ========== full and DST output ============ --> 
     <processor name="MyRecoMCTruthLinker"/> 
 
     <!-- ========== vertex finder ================== --> 
     <processor name=“VertexFinder"/> 
 
     <processor name="MyLCIOOutputProcessor"/> 
     <processor name="DSTOutput"/> 
</execute> 
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PFO creation: 
PandoraPFANew 

BeamCal (pair bkg) 

NO PARTICLE ID 

Link PFOs with 
MCTruth 

VertexFinder from 
LCFIPlus 

REC & DST output 



DBD Performance – Tracking 
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•  tracking efficiency  
on tt->6jets with pair 
background overlaid: 
highly efficient for 
pt > 1 GeV 

•  momentum and 
impact parameter 
resolution: meets or 
outperforms goals 

6.1. ILD performance

6.1.2.2 Tracking e�ciency

With over 200 contiguous readout layers, pattern recognition and track reconstruction in a TPC
is relatively straightforward, even in an environment with a large number of background hits. In
addition, the standalone tracking capability of the VTX enables the reconstruction of low transverse
momentum tracks which do not reach the TPC. Hermetic tracking down to low angles is important at
the ILC [229] and the FTD coverage enables tracks to be reconstructed to polar angles below ◊ = 7¶.

Figure III-6.2 shows, as a function of momentum and polar angle, the track reconstruction
e�ciency in simulated (high multiplicity) tt̄ æ 6 jet events at

Ô
s =500 GeV and 1 TeV respectively.

E�ciencies are plotted with respect to MC tracks that stem from a region of 10 cm around the IP
with pt > 100 MeV and cos(◊) < 0.99, excluding decays in flight and requiring at least 90 % purity.
For the combined tracking system, the track reconstruction e�ciency is on average 99.7 % for tracks
with momenta greater than 1 GeV across the entire polar angle range, and it is larger than 99.8 % for
cos(◊) < 0.95.

The e�ects of background from coherent pair background and from multi-peripheral ““ æ
hadrons events are taken into account by overlaying the corresponding number of events. For the
pair background the correct number of bunch crossings resulting form the foreseen readout times are
overlayed.

Figure III-6.2
Tracking E�ciency for
t¯t æ 6 jets at 500GeV
and 1 TeV plotted
against (left) momen-
tum and (right) cos ◊.
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6.1.2.3 Momentum resolution for the overall tracking system

The momentum resolution with the ILD simulation and full reconstruction is shown in Figure III-6.3a.
The study was performed using muons generated at fixed polar angles of ◊ = 7¶, 20¶, 30¶ and 85¶, and
the momentum was varied over the range 1 ≠ 200 GeV. For two polar angles, this is compared to the
expected parametric form of, ‡

1/pT
= a ü b/(pT sin ◊), with a = 2 ◊ 10≠5 GeV≠1 and b = 1 ◊ 10≠3.

As can be seen, at a polar angle of 85¶, the required momentum resolution is attainable over the full
momentum range from 1 GeV upwards. This remains true over the full length of the barrel region
of the detector, where the TPC in conjunction with the SET is able to provide the longest possible
radial lever arm for the track fit. For high momentum tracks, the asymptotic value of the momentum
resolution is ‡

1/pT
= 2 ◊ 10≠5 GeV≠1. At ◊ = 30¶, the SET no longer contributes, the e�ective

lever-arm of the tracking system is reduced by 25 %. Nevertheless, the momentum resolution is still
within the required level of performance. In the very forward region, the momentum resolution is
inevitably worse due to the relatively small angle between the B-field and the track momentum.
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Figure III-6.3. (Left) Transverse momentum resolution for single muon events as a function of the transverse mo-
mentum for di�erent polar angles. The lines show ‡

1/pT = 2 ◊ 10

≠5 ü 1 ◊ 10

≠3/(pT sin ◊) for ◊ = 30

¶ (green)
and ◊ = 85

¶ (blue). (Right) Impact parameter resolution for single muon events as a function of the transverse
momentum for di�erent polar angles. The lines show ‡r„ = 5 µm ü 10

p(GeV) sin

3/2 ◊
µm for ◊ = 20

¶ (red) and ◊ = 85

¶

(blue).

6.1.2.4 Impact parameter resolution

Figure III-6.3b shows r„ impact parameter resolution as a function of the transverse track momentum.
The required performance is achieved down to a track momentum of 1 GeV, whilst it is exceeded for
high momentum tracks where the asymptotic resolution is 2 µm. The rz impact parameter resolution
(not shown) is better than ≥ 10 µm down to momenta of 3 GeV and reaches an asymptotic value of
< 5 µm for the whole barrel region. Because of the relatively large distance of the innermost FTD disk
to the interaction point, the impact parameter resolution degrades for very shallow tracks, ◊ < 15¶.
The impact parameter resolution here assumes perfect alignment of the tracking systems.

6.1.2.5 Topological time-stamping

The hybrid tracking concept, combining a TPC with silicon tracking devices, is quite powerful also
in terms of time-stamping performance. Since the TPC drifts the tracks while the silicon pixels are
fixed in space, the silicon can act as an external z detector (T

0

device). Drifting TPC tracks are
well-measured in r„ and angle; extrapolating a TPC track to match related silicon hits establishes
where the track was in the z direction. An detailed description of this technique for a TPC and a
similar one for a standard drift chamber is found in [382]. The time-stamping in ILD is found to be
precise to ƒ 2 ns (to be compared to ƒ 300 ns between BXs at the ILC) so that the bunch crossing
which produced the track (the T0) can be uniquely identified. Cosmic background tracks can be
eliminated with this tool. It is also viable in the CLIC environment [383].

6.1.3 ILD particle flow performance

Many important physics channels at the ILC will consist of final states with at least six fermions,
setting a “typical” energy scale for ILC jets as approximately 85 GeV and 170 GeV at

Ô
s = 500 GeV andÔ

s =1 TeV respectively. Meeting the performance goal of a jet energy resolution of < 3.5 % ensures
an e�cient separation of hadronic decays from W, Z and H bosons. The current performance of
the PandoraPFA algorithm applied to ILD Monte Carlo simulated data is summarised in Table III-6.1.

The observed jet energy resolution (rms
90

) is not described by the expression ‡E/E =
–/


E/GeV. This is not surprising, as the particle density increases it becomes harder to cor-
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Caveats: 
•  fake rate? 
•  prompt tracks  
•  pt > 1 GeV 



DBD Performance – PFlow & FlavourTag 
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•  Jet energy resolution: 
•  measured as rms90(Evis / 2) 

on dijet event without 
BS/ISR 

•  excellent b/c/light jet 
separation over a large 
range of energies 

important for top physics: 
•  JER in 6jet events? 

=> jet finding!  
•  b-jet energy? 
•  AFB: vertex charge?  

6.1. ILD performance

Figure III-6.4
Fractional jet energy
resolution plotted
against | cos ◊| where
theta is the thrust axis
of the event.
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rectly associate the calorimetric energy deposits to the particles and the confusion term increases.
The single jet energy resolution is also listed. The jet energy resolution (rms

90

) is better than 3.7 %
for jets of energy greater than 40 GeV. The resolutions quoted in terms of rms

90

should be multiplied
by a factor of approximately 1.1 to obtain an equivalent Gaussian analysing power[274]. Despite, the
inclusion of dead material in the Monte Carlo simulation, the resolutions achieved are between 2 %
and 7 % better than for the previous detector model described in [198]. In part this reflects a number
of improvements to the particle flow reconstruction software. Nevertheless, it can be concluded that
the additional dead material associated with services does not significantly degrade the jet energy
resolution.

Figure III-6.4 shows the jet energy resolution for Z æuds events plotted against the cosine
of the polar angle of the generated qq pair, cos ◊

qq

, for four di�erent values of
Ô

s. Due to the
calorimetric coverage in the forward region, the jet energy resolution remains good down to ◊ = 13¶

(cos ◊ = 0.975).

6.1.4 Flavour tagging performance

Identification of b-quark and c-quark jets plays an important role within the ILC physics programme.
The vertex detector design and the impact parameter resolution are of particular importance for
flavour tagging. The LCFIPlus flavour tagging software uses boosted decision trees to discriminate b
jets from udsc jets (b-tag), c jets from udsb jets (c-tag), and c jets from b jets (bc-tag).

The flavour tagging performance [384] of ILD was previously studied for the two vertex detector
geometries considered, three double-sided ladders (VTX-DL) and five single-sided (VTX-SL) ladders.
No significant di�erences in the input variables for the multivariate analysis were seen. Here results
are presented only for the double-layer layout. The flavour tagging performance is studied using
simulated and fully reconstructed samples for Z æ qq reactions, shown in Figure III-6.5a, and

Table III-6.1. Jet energy resolution for Z æuds events with | cos ◊
qq

| < 0.7, expressed as, rms

90

for the di-jet
energy distribution, the e�ective constant – in rms

90

/E = –(Ejj)/


Ejj/GeV, and the fractional jet energy
resolution for a single jets, ‡Ej /Ej . The jet energy resolution is calculated from rms

90

.

Jet Energy rms

90

rms

90

/


Ejj/GeV ‡Ej /Ej

45 GeV 2.4 GeV 24.7 % (3.66 ± 0.05) %

100 GeV 4.0 GeV 28.3 % (2.83 ± 0.04) %

180 GeV 7.3 GeV 38.5 % (2.86 ± 0.04) %

250 GeV 10.4 GeV 46.6 % (2.95 ± 0.04) %
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ZZZ æ qqqqqq reactions, shown in Figure III-6.5b. The latter process is forced to decay into the
same quark pairs for all three Z decays. The ““ æ hadrons backgrounds are not overlaid for this
study. The boosted decision trees are retrained for the di�erent energies and di�erent final states. A
slight performance degradation is seen by increasing the jet energy. The performance also degrades
by increasing the number of jets in the final state, which can be attributed to reconstruction e�ects
in busy environments.

Figure III-6.5
Flavour tagging per-
formance plots for
(a) Z æ qq sam-
ples at

Ô
s = 91 GeV

and 250 GeV, and (b)
ZZZ æ qqqqqq samples
at

Ô
s = 500 GeV and

1 TeV.
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6.1.5 Comparison of detector models

To compare the AHCAL and SDHCAL options, the e+e≠ æ tth benchmark signal samples were
simulated and fully reconstructed using dedicated detector models (ILD o1 v05 and ILD o2 v05,
respectively) and reconstruction software for each option, and analyzed as described in Sec. 6.3.4. It
was found that the there were no significant di�erences in the mass resolutions of the top and higgs
candidates.

6.2 ILD physics performance at 250 and 500 GeV

In this section the performance of ILD is described for
Ô

s = 250 GeV and
Ô

s = 500 GeV. More
details may be found in [198]. The results are summarised in Table III-6.2. These measurements
demonstrate the excellent performance of the ILD detector for many di�erent final states. In this
chapter three topics are reviewed in more detail, which stress in particular the detector performance.

6.2.1 Higgs recoil mass reconstruction

The precise determination of the properties of the higgs boson is one of the main goals of the ILC. In
particular, the model independent determination of the higgs boson branching ratios is central to the
physics goals of the ILC. Here the measurement of the e+e≠ æ hZ cross section from the recoil mass
distribution in Zh æ e+e≠X and Zh æ µ+µ≠X events, determines the absolute ghZZ

coupling.
In Zh æ µ+µ≠X events the recoil mass resolution is determined by the beam-energy spread and
the muon momentum resolution, whereas for Zh æ e+e≠X events Bremsstrahlung and final-state
radiation (FSR) dominate. The reconstructed recoil mass distributions for simulated events is shown
in Figure III-6.6. Measurement precisions on the hZ production cross section of 3.6 % and 4.3 % were
obtained from the respective µ+µ≠ and e+e≠(n“) final states. In the µ+µ≠ final state, the resolution
is limited by the beam energy spread rather than by the momentum resolution of the detector.

288 ILC Technical Design Report: Volume 4, Part III
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Since the DBD 

High-Level Reconstruction, 6-10 July 2015 



Re-optimising the detectors 

Frank&Simon&(fsimon@mpp.mpg.de)
ILD$Op'misa'on$.$Current$Status$
ILD&Mee9ng,&Oshu,&September&2014

Conclusions, Anyone?
• Looking for:

10
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Frank&Simon&(fsimon@mpp.mpg.de)
ILD$Op'misa'on$.$Current$Status$
ILD&Mee9ng,&Oshu,&September&2014

Conclusions, Anyone?
• Looking for:

10

• Found so far:

Are 
we 

here? Or 
here? 

[F.Simon, ILD meeting Oshu City] 



Are we looking at the right places? 

Frank&Simon&(fsimon@mpp.mpg.de)
ILD$Op'misa'on$.$Current$Status$
ILD&Mee9ng,&Oshu,&September&2014

Conclusions, Anyone?
• Looking for:

10
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Is there a “cliff” in a dimension we haven’t been checking yet?  

DBD reco did not consider: 
•  low momentum particles? 
•  particle ID? 
•  lepton ID in jets? 
•  reco of exclusive b/c 

decays? 
•  vertex charge? 
•  pi0 reconstruction? 
•  tau reconstruction? 
•  .... 

And don’t forget about 
systematic uncertainties! 



Systematic uncertainties 

•  many studies quote statistical uncertainties only 
•  in particular, the “benchmarks”, both for LoIs and DBDs 
•  useful rule of thumb based on LEP experience:  

~1%-level is readily achievable at e+e- collider 
but we claim better precision in many places: 

•  Higgs: H->bb, mH. gZZH, ... 

•  Top: mass, EW couplings, .... 
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Are there specific detector 
requirements to control eg: 

•  Jet energy scale / resolution  
•  b-fragmentation 
•  .....   ? 

=> do we need a more detailed 
reconstruction?  



High-Level Reconstruction 
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•  Particle ID 
•  photon reco 
•  pi0 reco 
•  tau reco 
•  dE/dx 
•  cluster shape 
•  isolated leptons 
•  V0s 

•  FlavourTag 
•  life time 
•  leptons in jets 
•  vertex charge 
•  vertex mass 

•  MarlinKinfit 
•  b jet treatment 
•  vertex fitting 

•  JetFinding 

•  Marcel’s JetFinder 
•  vertex-based jetfinding 

•  ColorSingletJetFinder? 
•  BeamCalReco  

•  new parametrisation? 
•  PFO uncertainties 

•  p covariance matrix 
•  jet by jet energy uncertainty 

•  Truth information 

•  RecoMCTruthLink 
•  TruthVertexFinder 

•  TruthColorSingletFinder 

•  MatrixElements 

•  interface Helas / Omega 

 

A lot has happened 
since the DBD – but 

mostly in the context of 
individual analyses! 



Interplay in High-Level Reconstruction 
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merits of combining tools — examples

Si tracking

flavor tagging 

vertex charge

pi0 rec.

vertex mass

Particle ID

photon rec.tau rec. JER

: merit flow color: category

6

[J.Tian] 
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Towards a new reconstruction 

High-Level Reconstruction, 6-10 July 2015 



DBD Reconstruction - Overview  
 <marlin> 
   <execute> 
 <!-- =========  overlay gamma gamma background  === --> 
     <processor name="BgOverlay" /> 
 <!-- ========== track digitization and tracking  === --> 
    ......      
     <!-- ========== the new C++ tracking =============== --> 
     <processor name="MyClupatraProcessor" /> 
      <processor name="MySiliconTracking_MarlinTrk"/>   
     <processor name="MyForwardTracking"/> 
     <processor name="MyTrackSubsetProcessor" /> 
     <processor name="MyFullLDCTracking_MarlinTrk"/>   
 
<!-- ========== the post tracking patrec   ================= à 
     <processor name="MyV0Finder"/>                 
     <processor name="MyKinkFinder"/>  
.... 
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TPC, Si, Fwd 
tracking, 

combined track fit in 
 FullLDCTracking 

γγ->hadron overlay 

V0 & Kink finding: 
input to Pandora 

Fix average 
number 

Minivector 
VTX tracking 

????? 
Status?  

 



DBD Reconstruction - Overview  
     <!-- ===== calorimeter digitization and PFA ======= --> 
       .... 
     <processor name="MyMarlinPandora"/> 
     <processor name="MyBCalReco"/> 
 
     <!-- ========== particle ID =================== --> 
     <!--processor name="MyPFOID" / à 
 
     <!-- ========== full and DST output ============ --> 
     <processor name="MyRecoMCTruthLinker"/> 
 
     <!-- ========== vertex finder ================== --> 
     <processor name=“VertexFinder"/> 
 
     <processor name="MyLCIOOutputProcessor"/> 
     <processor name="DSTOutput"/> 
</execute> 
 

High-Level Reconstruction, 6-10 July 2015 20 

PFO creation: 
PandoraPFANew 

BeamCal (pair bkg) 

NO PARTICLE ID 

Link PFOs with 
MCTruth 

VertexFinder from 
LCFIPlus 

REC & DST output 

Update Pandora & Calib 
Garlic? 

New 
BeamCalReco 

PARTICLE ID! 

Updated version, 
truth vertices 

track recovery, 
updates 

PFO covariance 
matrix 

are we happy with 
DBD DST format? 



Post-DST  

Should / can any of these be included in standard 
reconstruction? 
•  isolated lepton finding 
•  pi0 finding/ fitting 
•  tau finding 

•  flavour tag 
•  jet finding 
•  kinematic fitting 
•  matrix elements 

•  ..... 
 High-Level Reconstruction, 6-10 July 2015 21 
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Conclusions 

High-Level Reconstruction, 6-10 July 2015 



Conclusions 

•  LC detectors have been  
designed and benchmarked to  
an unprecedented level 

•  LoI, DBD studies demonstrated  
the basic capabilities of particle  
flow detectors 

•  now, it is time to exploit all the  
details our highly granular and performaning detectors offer 

•  expect significant impact on physics performance and on 
detector (re-)optimisation 

•  this serious work, but let’s start the effort! 
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merits of combining tools — examples

Si tracking

flavor tagging 

vertex charge

pi0 rec.

vertex mass

Particle ID

photon rec.tau rec. JER

: merit flow color: category

6
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Backup 

High-Level Reconstruction, 6-10 July 2015 
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Silicon Tracking 

High-Level Reconstruction, 6-10 July 2015 



Silicon Tracking in ILD 

•  forward silicon (FTD):  
•  stand-alone tracking (R. Glatthauer, 

http://www.hephy.at/fileadmin/user_ 
upload/Publikationen/DiplomaThesis.pdf) 

•  central silicon:  
•  based on TPC pat rec 
•  pick-up of SIT / VTX hits  

⇒  limited at lower pt by TPC acceptance! 

•  std-alone track reconstruction in VTX? 
•  problem: pair background!  
•  up to 5-10 hits / cm2 / BX 

•  ILD baseline VTX integrates 
over 30-300 BX  
 

High-Level Reconstruction, 6-10 July 2015 26 

Chapter 2. ILD Tracking System

Figure III-2.1
Impact parameter reso-
lution of the ILD vertex
detector for two di�er-
ent particle production
angles (20¶ and 85¶),
assuming the baseline
point resolution given
in Table III-2.1 for the
CMOS option (solid
line), and the FPCCD
option (dotted line).
The curves with long
dashes show the perfor-
mance goal.
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2.1.1 Baseline design

The baseline design of the ILD vertex detector consists of three, nearly cylindrical, concentric layers
of double-sided ladders. Each ladder is equipped with pixel sensors on both sides, ≥ 2 mm apart,
resulting in six measured impact positions for each charged particle traversing the detector. The radii
covered by the detector range from 16 mm to 60 mm. The material budget of each ladder amounts
to ≥ 0.3% X

0

, equivalent to 0.15% X
0

/layer.
An alternative geometry is also considered, based on five equally spaced single-sided layers, with

radii ranging from 15 to 60 mm.
The current layout of the proposed vertex detector is summarised in Table III-2.1. It is based on

extensive simulation and technical studies. The parameters are considered conservative.

Table III-2.1
Vertex detector pa-
rameters. The spatial
resolution and read-
out times are for the
CMOS option described
in section 2.1.2.1.

R (mm) |z| (mm) | cos ◊| ‡ (µm) Readout time (µs)

Layer 1 16 62.5 0.97 2.8 50
Layer 2 18 62.5 0.96 6 10

Layer 3 37 125 0.96 4 100
Layer 4 39 125 0.95 4 100

Layer 5 58 125 0.91 4 100
Layer 6 60 125 0.9 4 100

The impact parameter resolution following from the single point resolutions provided in the table
is displayed in Figure III-2.1 as a function of the particle momentum, showing that the ambitious
impact parameter resolution is achievable.

2.1.2 Pixel technologies and readout electronics

Currently three sensor technology options are actively developed for the ILD vertex detector. They
have been shown to have the potential of meeting the detector requirements or to come close
to them. Those technological options are CMOS Pixel Sensors (CPS) [203, 204, 205, 206], Fine
Pixel CCD (FPCCD) sensors [207, 208, 209, 210], and Depleted Field E�ect Transistor (DEPFET)
sensors [211, 212, 213]. The development and optimisation of each technology is closely associated
to a specific readout architecture. For CPS and DEPFETs a power pulsed readout is under study and
o�ers attractive advantages. For the FPCCD, the very large number of pixels calls for a slow (low
power) readout, which must be performed in between bunch trains.
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Figure III-2.8. Left: a quadrant view of the ILD silicon envelope system made of four components, SIT, SET, FTD,
and ETD as included in MOKKA full simulation. Right: a 3D detailed GEANT 4 simulation description of the
silicon system as sketched in the quadrant view on the left.

thus becomes important [229].
A special challenge to all silicon systems is the design of lightweight, thin systems that can be

operated at minimum power to avoid the need for intricate cooling systems. This requires careful
management of the materials for the detector support. Power consumption is minimised by power
pulsing. This requirement leads to a synchronised power distribution that has to deal with large
pulsed currents, which must not generate any electromagnetic interference phenomena or transients
altering the front-end electronics performance during the active period. Highly integrated readout
electronics moves significant processing power close to the detector, and thus reduces the number
of cables needed to exit from the system. An advanced scheme is pursued to minimise the material
needed to bring the necessary power to the detector. Powering schemes like DC-DC conversion or the
use of super-capacitors mounted on the detector are being investigated.

The silicon tracking system of ILD has been developed by the SiLC collaboration. Detailed
descriptions of the wide ranging R&D activities can be found in [230, 231, 232, 233].

2.2.1 The central silicon: SIT, SET, and ETD

The central silicon components SIT, SET, and ETD are realised with layers made each of two
single-sided strip layers tilted by a small angle with respect to each other; this is also called ‘false’
double-sided layers. SIT includes two such layers and SET one; together they thus provide three
precise space points for central tracks, the ETD adds one precise point to tracks going into the
end-cap. The main parameters of the system are given in Table III-2.2.

A central design feature of the silicon envelope detectors is that the same sensor type is used
throughout the system. This minimises the complexity of this large system, and will help to minimise
the costs. Similarly the same mechanical design for the basic detector unit, the ladder, is used
throughout. It is based on modern silicon detector technology, deep sub-micron (DSM) CMOS
technology for the front-end (FE) electronics with a new on-detector electronics connection and new
material technology for the support structure. Special challenges for ILD are a significant reduction in
material compared to the most recent examples of large scale silicon detectors (e.g. currently running
LHC detectors), operating at very low power, and reaching excellent point resolution and calibration.

The SIT is positioned in the radial gap between the vertex detector and the TPC. Its role is to
improve the linking e�ciency between the vertex detector and the TPC; it improves the momentum
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Mini-Vector Cellular Automaton Tracking 

•  exploit double-layer structure of VTX 
•  for real track, hits in both parts of double layer  

should be close by and point in same direction 

•  applied in various CMOS VXD configurations  
•  Mini – vector  formation 
•  Hits in adjacent layers (dist 2mm)  

with max distance 5mm 
•  Or δθ between hits in adjacent layers  

(cut can go up to 0.10) 
•  Divide VXD into θ, φ sectors 

•  Try to connect mini–vectors in  
neighbouring sectors using a  
cellular automaton algorithm  
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Figure III-2.7
Mechanical support
structure of ILD vertex
detector
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(OD ≥ 2 mm) cooling tube may be su�cient. It may be attached at the detector end plate. The
increase of the material budget due to the titanium cooling tube on the end plate is only 0.3% X

0

if
averaged over the end plate. The main heat source of a FPCCD based vertex detector (CCD on-chip
amplifier and read-out ASIC) is located near the ladder ends and the end plate, so that the heat
is expected to be rather easily removed. The cooling temperature is ≠40 ¶C. In order to prevent
condensation on the cooling tube, and to avoid occupying space with a heat insulator around the
tube, the inner support tube supporting the vertex detector and the inner silicon tracker should be
filled with dry air.

2.1.5 Detector mechanics

The vertex detector mechanical design implemented in the full simulation model is shown in Figure III-
2.7. It is similar to the SLD vertex detector. The ladders are supported by a 2 mm thick beryllium
end plate and a 0.5 mm-thick beryllium outer shell. The strength of this beryllium structure has been
calculated with a finite element analysis, which showed that the largest deformation under 9.8 N
compression along the beam lines is less than 2 µm. The whole detector is contained in a cryostat
made of 1 cm thick styrofoam (though only mandatory for FPCCD sensors). The material budget of
the cryostat including 50 µm CFRP sheets on both sides is only 0.1% X

0

.
The vertex detector is supported by the beam pipe, the latter being supported by the inner

support tube. The vertex detector is thus integrated as a part of the ILD‘inner silicon trackers’ inside
the inner support tube.

The alignment of the vertex detector will be performed in two major steps. In the assembly
phase, micrometrical pre-alignment will be performed by optical survey. After installation, a precise
beam-based alignment will be achieved. The latter may proceed through two phases. The first one will
consist in aligning the ladders composing a layer, using the few hundred micrometers wide overlapping
bands of neighbouring ladders. The second phase will allow making the global detector alignment.

2.1.6 Future prospects

The vertex detector is relatively easy to upgrade or replace. The evolution of sensor technologies and
performance can therefore be exploited quite e�ciently, in particular to comply with the manyfold
increase of the beam related background expected at a collision of ≥ 1 TeV. It should therefore not
be an issue to introduce new sensors featuring much shorter readout times than those foreseen for
the first years of data taking.

Despite the achievements described above, the detector is still premature in various aspects, and
requires therefore substantial R&D.

The overall detector mechanical design is among the least advanced components. More detailed
design studies, including the assembly procedure and important thermal aspects (e.g. power cycling
in the experimental magnetic field) are necessary. Manufacturing real scale mechanical prototypes
will be an important step of the development.
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bad track rate needs work for 
any of the tracking algorithms! 

=> will be analysis specific, eg 
      primary / displaced vertices 


