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Frank Gaede/ Ties Behnke
 DESY

Plans for EUDET NA2 
Task ANALYS

Common Analyis and Simulation Software
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Objectives for task ANALYS
development of a common data analysis and 
simulation infrastructure

 development of a software framework using modern software 
technology to exchange test beam data and software for 
common analysis and comparison of measurements
development of a software framework for the simulation of test 
beam experiments needed for the interpretation of the 
measurements
creation of a repository for experimental and simulation data
embedding into existing GRID infrastructure to allow easy 
exchange of data and transparent exploitation of other available 
computing resources.

(from annex1)
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Personnel planning ANALYS
DESY
commitment 12ppm: F.Gaede 25% for full project length
request:12ppm (scientist) plan to hire programmer for ~18 month

start early 2006
possibly extend position with other funding sources

ALU-FR (K.Desch)
request: 8ppm (scientist): plan to combine with funds (8ppm) from 
COMP to hire a postdoc that works part-time on COMP and ANALYS

Apr/May 2006

IPASCR (J.Cvach)
commitment: 3ppm: PhD student that works part time on calorimeter 
simulation with geant4

ongoing 
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General strategy for ANALYS
Maximise the Synergy with general ILC activities: 
no EUDET specific software

avoiding of double work
a lot of what's needed already exists
insufficient resource assigned via EUDET

The testbeam software effort will be part of the 
overall common ILC/LDC software effort !

implement tools and functionality specific to testbeams 
benefit from synergies where possible, e.g. use geant4 
application for full detector also for testbeam (Mokka/Calice)
Heavy reliance on GRID: utilise LHC + community 
developments
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Software packages for ILC framework
LCIO 
data model & persistency

Mokka 
geant4 full simulation

Marlin
C++ application framework
MarlinReco
Marlin based reconstruction

LCCD
conditions data toolkit

GEAR
geometry description

all packages developed at
or with contributions

from DESY

-> DESY will naturally continue
to develop and improve these
tools in the context of EUDET

Lots of the software developments are done in cooperation 
with groups in other regions.
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Simulation

Geant4

LDC software framework 

MOKKA

CGA
C++ Drivers

MySQL

Reconstruction-Analysis

MARLIN

MarlinUtil

Processors

LCCD

CondDBMySQL

LCIO

GEAR

CLHEP, gsl,..

requires work that is specifically 
related to testbeam program 
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Software developments

 General software: framework exists and in use

 Testbeam software: have to make every effort to integrate 
these into the overall software frame: 

Use the general data formats also for test beam 
utilise the existing frameworks for data storage and

analysis
contribute to the further development and improvement

Avoid as much as possible insular stand alone 
solutions
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ILC software  portal

http://ilcsoft.desy.de
[aka: http://www-flc.desy.de/ilcsoft]

documentation &
spreading the information
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Grid activities
ongoing grid activities:

DESY
H1and ZEUS Monte Carlo production
ILC Monte Carlo production started
Tier2 for Atlas and CMS currently set up

ALU-Fr
Tier2 for Atlas currently set up

use existing experience to create grid infrastructure:
job submission scripts  (computing grid)
data catalogue (data grid)

Plan: mainly ALU-Fr (postdoc) activity 
in close collaboration with DESY groups (FLC,IT)
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Summary
NA2 task ANALYS: “Provide a software framework for 
simulation and analysis (of testbeam data)”
35 ppm:
DESY: 24 , ALU-FR: 8, IPASCR: 3

main activities planned:
DESY: overall simulation and analysis framework 
ALU-FR: gridification of software and data
IPASCR: simulation software (geant4)

All EUDET software activities should be
carried out in close collaboration with other

ILC groups and in the context of
the existing software framework/ grid installations
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Backup slides ...
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LCIO overview
DESY and SLAC joined project:
provide common basis for ILC 
software

Features:
Java, C++ and f77 (!) API
extensible data model for current 
and future simulation and 
testbeam studies
user code separated from 
concrete data format
no dependency on other 
frameworks

    simple & lightweight

*.slcio files (SIO)

common
  API

LCIO
C++ 

implementation

LCIO
Java

 implementation

Java API C++ API f77 API

JAS/AIDA root hbook

now de facto standard
persistency & datamodel

for ILC software 

SW-Architecture

new release: v01-06
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MySQL

Mokka overview

ttbar.slcio

main::MOKKA

CGA

C++ DriversC++ DriversC++ DriversC++ Drivers
Geant4

LC
IO

ttbar.stdhep

ttbar.steer

● developed at LLR (ecole polytechnique)
● writes LCIO
● uses MySQL DB + geometry drivers
●  flexible geometry setup on subdetector basis:

● Tesla TDR / LDC 
● SiD
● Calice testbeam prototypes

● used in European/ LDC study

geometry

generated 
4-vectors

job configuration

● new feature:
 scalable detector models
-> detector optimization !! 
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Deliverables and Requirements
documentation and its regular update are of utmost importance 
“spread the information”  

the participants in this Networking Activity (only?) contribute by:
properly defining the requirements of the framework
providing and interfacing simulation and reconstruction software for the 
various detector technologies 
testing the framework.

Deliverables:
we expect to have a first version of the common data analysis and 
simulation framework ready after 18 month
development however must continue throughout the whole duration of 
the project to cope with
the increasing demands caused by the accumulation of data
the expected increasing complexity of the experiments. 

(from annex1)
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Marlin

modular C++ application 
framework for the analysis and 
reconstruction of LCIO data
uses LCIO as transient data model
software modules called 
Processors 
provides main program !
provides simple user steering:
program flow (active processors)
user defined variables 

per processor and global
input/output files
Plug&Play of processors

ModularAnalysis & Reconstruction for the L I Near Collider

marlin::main

Digitization

Tracking

Clustering

PFlow

LCEvent

collection0collection0collection0collection0
collection0

…
read and

add
collections

OutputProcessor

MyInput2.slcio
MyInput1.slcio

MyInput0.slcio

MyInput.slcio
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Gear

well defined geometry definition 
for reconstruction that 

is flexible w.r.t different detector 
concepts 
has high level information needed for 
reconstruction 
provides access to material 
properties - planned

abstract interface (a la LCIO) 
concrete implementation based 
on XML files 
and Mokka-CGA – planned

 GEometry API for Reconstruction

compatible with US – compact format



Ti
es

 B
eh

nk
e 

Fr
an

k 
G

ae
de

: S
of

tw
ar

e 
in

 E
U

D
ET

17

Contributors for task ANALYS
DESY ALU-FR IPASCR TOTAL

REQUEST
Perm Staff ppm
Temp Staff ppm 12,000 8,000 20,000
Perm Staff Cost kEUR
Temp Staff Cost kEUR 62,500 46,875 109,375
Travels kEUR 1,300 0,867 2,167
Consumables kEUR
Overheads kEUR 12,760 9,548 22,308
Total Manpower ppm 12,000 8,000 20,000
Total Cost kEUR 76,560 57,290 133,850
COMMITTMENT
Perm Staff ppm 12,000 3,000 15,000
Temp Staff ppm
Perm Staff Cost kEUR 62,500 9,000 71,500
Temp Staff Cost kEUR
Travels kEUR
Consumables kEUR
Overheads kEUR 12,500 1,800 14,300
Total Manpower ppm 12,000 3,000 15,000
Total Cost kEUR 75,000 10,800 85,800
TOTAL BUDGET
Perm Staff ppm 12,000 3,000 15,000
Temp Staff ppm 12,000 8,000 20,000
Perm Staff Cost kEUR 62,500 9,000 71,500
Temp Staff Cost kEUR 62,500 46,875 109,375
Travels kEUR 1,300 0,867 2,167
Consumables kEUR
Overheads kEUR 25,260 9,548 1,800 36,608
Total Manpower ppm 24,000 8,000 3,000 35,000

Contribuors ANALYS 
(Request+Committment)

DESY
ALU-FR
IPASCR
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LCCD

Reading conditions data
from conditions database  
from simple LCIO file
from LCIO data stream
from dedicated LCIO-DB file

Writing conditions data

tag conditions data

Browse the conditions database

through creation of LCIO files
vertically (all versions for timestamp)
horizontally (all versions for tag)

CondDB API

CondDBMySQL

MySQL

LCCD
DBinterface

LCIO

cond_tag1.slcio

Reconstruction/Analysis Application

Linear Collider Conditions Data Toolkit

LCCD is used by Calice for the
conditions data of the ongoing

testbeam studies


