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Samples produced with v02-00

 Produced samples

 single & uds with l5/s5, o1/o2

 500 GeV physics with l5/s5, o1, bkg overlay

 higgs

 2f_Z_hadronic, leptonic, bhabhag

 4f_XX_hadronic, XX=WW, ZZ, ZZWWMix

 4f_XX_semileptonic, XX=singleZee, singleW, ZZ

 6f_ttbar_6jets

 6f_ttbar_not6jet ( suspended ) 

 0.0 to 0.5% of input files were not processed, because error recovery by 

ILCDirac did not complete before DST-Merge job

 Directory of DST merged files
/ilc/prod/ilc/mc-opt-2/ild/dst-merged/<energy_para>/<process>/<model>/v02-00
<energy-para> = 1-calib or 500-TDR_ws
<process> = process type. ex. 4f_WW_hadronic
<model> = detector model, ex. ILD_l5_o1_v02

See Elog (: https://ild.ngt.ndu.ac.jp/elog/dbd-prod/ ) for details

Or ILD Confluence for summary information

https://ild.ngt.ndu.ac.jp/elog/dbd-prod/


https://confluence.desy.de/display/ILD/500+GeV+optimization+production

https://confluence.desy.de/display/ILD/500+GeV+optimization+production


Elog : https://ild.ngt.ndu.ac.jp/elog/dbd-prod/
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Production status

 About a half of the sim and rec samples planned were produced 

with l5/s5 o1, in less than 2 weeks.

 fully hadronic samples mostly done.

 semi-leptonic and leptonic samples are suspended due to 

DDSim problem.

 Consumed about a half of CPU time and data storage planned.
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Produced data size and nb. replicas ( https://ild.ngt.ndu.ac.jp/mc-prod/prodmon/index.html )

(Number of files)

https://ild.ngt.ndu.ac.jp/mc-prod/prodmon/index.html


Problems

 Nb. of events in aa_lowpt files:

 Move back to use 200 events/file samples. 

( 6f_ttbar_6jets sample used  < 40 events/file ) 

 ILCDirac considers 100 events/file disregard the actual number of files.

 “Missing library” in DD4Sim

 libicui18n.so.42, libicuuc.so.42, libicudata.so.42 did not exist at some hosts.

 immediate crash of DDSIM : ~ 15% of failed jobs

 They were added to /cvmfs/ilc.desy.de/…/xercesc/3.1.4/lib. To be tested.

 “Failed to upload files” 

 ~ 58% of failed jobs in early last week.

 Reduce output data size per rec. job, 2.0GB  1.2 GB.

 Upload error last weekend was negligible. But it would depends on

the number of active jobs and how busy network and storage are.

 “DDSim core dump”

 ~27% of  failed jobs in early last week.

 Core dumped in an event containing tau; The same event is processed 

without crash by another job ( different random number ); Kinetic energy 

shown in the dumped leg message were > 1.e+20. There was a case, 

>1E+125.

 Production of leptonic & semi-leptonic channels have been suspended 



Summary

 Most of hadronic channels of 500 GeV SM processes have been 

produced is about 2 weeks. About a half of plan

 Problems in production were noticed. Production of semi-leptonic

and lepton channels will be suspended for about several days, hoping 

to be solved soon


