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General Status

• DBD-paper: no activities, working on v01 -> v02

• Vietnam proceedings (deadline: Nov./30): uploaded at 
practice page

• LCWS2018 proceedings: just prepared template

• benchmark analysis: full analysis chain is now working

• IDR note: in parallel with benchmark analysis

• IDR itself: nothing

• HC2018 talk: preparing for 10+5 min. talk, rehearsal on 
Nov./22, 13:00
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Disclaimer

• I just got some numbers in IDR analysis, not yet think deeply. 
Your comments are welcome.
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Benchmark Analysis: Overview

• IDR samples with v02-00-01, further analysis with v02-00-02

• Use IsolatedLeptonTagging and VertexInfo

• Cut-based analysis (preselection)

• TMVA (BDTG)

• Toy MC

• Everything now technically works with ROOT6.08
• many thanks to Daniel/Junping/Remi/Yan/Jakob
• github work: finished uploading, no documentation yet
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Benchmark Analysis

• Start to use VertexInfo functionality written by Daniel
• code is available on github

• estimate primary vertex position using 2 tracks and fitting

• IsolatedLeptonTagging -> VertexInfo
• ECAL/p < 0.5, p > 10 GeV, |d0sig| < 1010, |z0sig| < 1010, Eyoke > 0.5 

GeV, MVA cut > 0.7

• 2 muon tracks are subjected to VertexInfo

• with or without beam spot constraint
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Without/With Constraint
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l5, Gaussian fit

width = 0.196 mm

l5, Gaussian fit

width = 0.196 mm

(x, y, z) = (10e-3, 10e-6, 0.3) [mm]



Without/With Constraint
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l5, Gaussian fit

x-position, without

l5, Gaussian fit

x-position, with

(x, y, z) = (10e-3, 10e-6, 0.3) [mm]



Without/With Constraint
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l5, Gaussian fit

y-position, without

l5, Gaussian fit

y-position, with

(x, y, z) = (10e-3, 10e-6, 0.3) [mm]



Cut-based Analysis

• Needed some work for ROOT5 -> ROOT6
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Cut Table
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TMVA (BDTG) Analysis

• Needed some work for ROOT5 -> ROOT6

• Input variables are the same as of DBD (these plots are l5-
option ones)
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Toy MC

• Same technique applied as of DBD: using CBG and pol1

• full + benchmark: CBG fitting in bad resolution cases didn’t 
work, and nnh500-R cases gave negative precision (too small 
events?)

• Obtained results for nnh500-L:
• l5: 38.2%

• s5: 42.8%

• DBD: 37.9%
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Final Statistics

• BDTG cut point is different due to optimization
• >0.45 for l5, > 0.65 for s5
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B 30.21 0 0.04 29.12 904.89

(854.74)

26.00

(25.41)

B 31.45 0 0 0 1157.12

(1037.44)

38.96

(37.49)



Summary

• Everything is technically working.

• Writing an IDR note is in good shape.

• Thinking time: l5(38.2%) v.s. s5(42.8%). What is the origin of 
this difference?

• Need to work on HC2018
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