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Outline

● New readout scheme
○ New Trenz Electronic module with Zynq UltraScale+

● FPGA firmware details

● System bandwidth (maximal event rate)

● Work to be done (and by whom...)
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FLAME ASIC architecture

in[15:0]
10-bit 
ADC

FLAME channel x16

192-bit 
output

Main clock 
20 MHz

FE

n-bit 
DACs

Channel biasing Slow control

SPI with data out

Initial 
serializer

20 MSps 
3.84 Gbps

Final 
serializer

Data header 
GBT comma - K28.5 ('hBC) 

8b timestamp

16-bit 
 

20-bit 
output

260 MSps 
5.2 Gbps

SST Data out

260 MHzSampling clock 
20 MHz

20 phases, 260 MHz

Multi-phase PLLx16

8b / 10b 
coding

x26*

208-bit 
output

260-bit 
output

20 MHz

20 MSps 
5.20 Gbps

20 MSps 
4.16 Gbps *Running disparity 

carried between  
successive blocks

TEST  
MODE 1 

 

TEST  
MODE 2 

 

TEST  
MODE 3 

 

in[31:16]
10-bit 
ADC

FLAME channel x16

192-bit 
outputFE

Initial 
serializer

÷13
20 MSps 
3.84 Gbps

Final 
serializer

Data header 
GBT comma - K28.5 ('hBC) 

8b timestamp

16-bit 
 

20-bit 
output

260 MSps 
5.2 Gbps

SST Data out

Multi-phase PLL

x16

8b / 10b 
coding

x26*

208-bit 
output 260-bit 

output

20 MSps 
5.20 Gbps

20 MSps 
4.16 Gbps

*Running disparity 
carried between  
successive blocks

TEST  
MODE 1 

 

TEST  
MODE 2 

 

TEST  
MODE 3 

 

÷13

20 phases, 260 MHz

20 MHz

Sampling clock 
20 MHz 260 MHz

•Two 16-channel, fully functional blocks → two “ASICs” in one padring 
to save the PCB area and maximize the instrumented sensor area
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Old DAQ architecture

● Not much development boards with 
many Gigabit transceivers available... 

● Best option (up to now) – Trenz Electronic 
boards with 8 transceivers

● Top level FPGA needed as port to outside 
world

● Very complicated scheme...
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Old DAQ architecture

X
We can forget about this scheme, 
there is something definitely 
better!
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Trenz Electronic TE0808 modules

Slightly shorter than the credit card
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Trenz Electronic TE0808 modules

Trenz board FPGA Price (EUR 
with tax)

System
cells

CLB flip-flops CLK LUTs DSP slices DDR4 
RAM

TE0808-04-06EG-1EE XCZU6EG-1FFVC900E 1070 469k 429k 215k 1973 4 GB

TE0808-04-09EG-1EE XCZU9EG-1FFVC900E 1189 600k 548k 274k 2520 4 GB

TE0808-04-15EG-1EE XCZU15EG-1FFVC900E 1605 747k 682k 341k 3528 2 GB

We are trying to buy two TE0808-04-09EG modules just now
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Trenz TE080X baseboard for developement

This could be very helpful, we are trying to buy one just now
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Zynq UltraScale+ Family
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Zynq UltraScale+ Family

1070 1189          1605   EUR
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Proposed DAQ architecture
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● 8 FLAME ASICs / plane = 
256 channels = 16 data 
links (2 links per ASIC)

● New Trenz Electronic 
modules with Zynq 
UltraScale+ FPGAs 
available from the end 
of this year.

● 16 GTH transceivers / 
FPGA = 1 FPGA / plane

● Integrated ARM + 
embedded linux = 
1Gbps Ethernet “for 
free”

● Simple Ethernet switch 
used as data 
concentrator

● One drawback – TLU 
(trigger) interface and 
timestamp 
synchronization not so 
straightforward... 
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Proposed DAQ architecture

● Data from 8 ASICs (16 
links) received by GTH 
transceivers and 
decapsulated

● Clock domains (16 
receivers = 16 
domains) 
synchronized with 
main CLK (see next)

● DSP (pedestal, cm 
subtraction, FIR, 
deconvolution, ZS)

● Data feed by FPGA 
logic into onboard RAM

● On trigger data read 
out by ARM and send 
out through 1 Gbps 
ethernet

● DAQ and ASICs slow 
control – by software 
on ARM (linux)
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Clock domains synchronizer

● Clock domains synchronizer combines samples with the same timestamp and 
synchronizes clock phases

● If one ASIC / data link is dead, the synchronizer should build incomplete sample 
and inform DAQ that one data channel is missing and should not be processed, 
especially in cms procedure
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DSP scheme

16 data links, 16 channels per link, but, in fact we have:

8 ASICs, 32 channels per ASIC – extremely important for CMS!!!
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DSP simulations software

Python-based software simulating whole ASIC and DAQ chain is 
almost done:

● FLAME data generator is done

○ Generates “real” data – pedestal with noise, randomly 
distributed CM disturbances and randomly generated CR-
RC pulses

● DAQ based on real binary fixed point arithmetic (with overflow 
supervision) is done

○ Pedestal subtraction

○ Signal detection for CMS (this is a little tricky…)

○ Common mode subtraction (CMS)

○ FIR (deconvolution filter)

○ Signal detection in FIR output samples for amplitude 
reconstruction (gives also zero suppression)

○ Amplitude and time reconstruction

● Verification class – work in progress

● Simulations of complete chain to determinate required fixed 
point resolution – not done

● We should schedule additional meeting for DSP details... 
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TLU interface idea

● Since LVDS/CML standard is used for TLU signals, FPGA inputs cannot be connected in parallel. Solution: pass 
(wire) through each FPGA with conversion CML → single ended (inside FPGA) → CML

● Trigger and TLU number data passed to all FPGAs; busy ORed inside each FPGA with busy signal from previous 

● FPGA in slot 0 responsible for generating the TLU number read clock → distributed to TLU and all other FPGAs

● FPGA in slot 0 responsible for generating timestamp reset signal (on demand from DAQ control software)

● Timestamp reset and TLU number clock generators inactive in all FPGAs with slot number != 0

● Slots numbered by combination of pullups / pulldowns on interconnect board

● Exactly the same firmware in each FPGA – behavior determined only by slot number → miniboards with FPGA 
can be replaced / exchanged between slots without any firmware change
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System bandwidth

● Old DAQ scheme – 16/32 raw ADC samples (10b) per 
channel per each trigger (event)

● New DAQ (with amplitude reconstruction) – two 16b(?) 
values (time, amplitude) per channels per event.
Even less with ZS, dependently on occupancy

● Assuming 32 raw samples / event, 12b data (10b ADC + 2b gain):
○ 32 ✕ 12b ✕ 256 channels = 12 kB / event / plane for raw data
○ 1 ✕ 32b ✕ 256 channels = 1 kB / event /plane for reconstruction data

● Assuming 400 Mbps as reasonable bandwidth for 1Gbps ethernet, we have
○ ~4k events per second or <49k events per second for singe plane

● Assuming 16 planes and 4 Gbps bandwidth for 10Gbps link:
○ ~2.5k events per second or ~30.5k events per second

                                  Ethernet is not a bottleneck for DAQ 
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System bandwidth

                               The storage is a main bottleneck for DAQ

● Assuming 16 planes and 4 Gbps bandwidth for 10Gbps link:
○ ~2.5k events per second or ~30.5k events per second

● Single HDD (WD Red) – average write bandwidth ~100 MBps:
○ ~500 events per second or ~6.2k events per second – 5 times slower!

● RAID 5 (3x WD Red) – average write bandwidth ~300 Mbps:
○ ~1.5k events per second or <19k events per second – still 1.7 times slower!

But there is one more limit…
● Assuming one week long testbeam, data collected only for 70% of the time

○ For raw data @1k events/s we will need 81 TB!!! of storage capacity
○ For reconstructed amplitudes @1k events/s only 7 TB is needed…

We cannot work with raw data!
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Open questions – system size...

● DAQ will be fully and easily scalable:
● the interconnect board can be modular: e.g. PCB for 4 FPGA modules that can 

connected to another interconnect board maintaining the TLU interface and 
synchronization chain

● We don not have to fill all FPGA slots, the system will work even with one FPGA
● The 16-port ethernet switch seems to have the best price to capabilities ratio; if 

more than 16 detector layers will be used, a second switch would be the best choise

Questions

1) Are we going to use this DAQ only for AIDA2020 (one testbeam), or also for future 
developments?

2) How many layers are we going to use in testbeam next year?

a) Especially – how many FPGA modules should we bought now? 

3) How many layers are we going to use in the future – 16 / 30 / 40?
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Work status and responsibilities

                               

Firmware

● FLAME data receiver (IFJ Krakow → ???)

○ Done, but on different FPGA – have to be ported to UltraScale+ Zynq

● Clock domains synchroniser (JINR Dubna)

○ Probably done

● DSP (JINR Dubna)

○ Not started yet, waiting for software DSP model (by me)

● Control, TLU interface, timestamp synchronization, etc. (???)

○ Not started yet

● ARM linux, ethernet & software (???)

○ Not started yet

Hardware (PCBs)

● FLAME testboard, readout (detector plane) PCB (AGH Kraków)

○ Not started yet, waiting for final FLAME padring

● FPGA interconnection board PCB (AGH Kraków)

○ Not started yet, waiting for tests on Trenz Electronic module and some decisions...
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Summary and questions

● New DAQ scheme proposed based on Zynq UltraScale+ modules

● Some firmware details still have to be fixed

● We should decide how to share the work on firmware

1) Who can help – Krakow / Dubna / somebody else?

● We should buy more TE0808 modules on the beginning of next year

2) How many layers are we going to use in testbeam next year and how 
many in the future?

3) Can anyone buy a few more modules?
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