
Figure 5.1. r-z structure of an ILD quadrant.

5 Detector Layout and
Technologies

5.1 Overall structure of the detector

Claude Vallee, Karsten
Buesser
1 pages

The geometrical structure of the ILD detector and the individual layouts of subdetectors were described
in details in the ILD LOI [ref] and DBD [ref]. This section shortly reminds the main characteristics
with emphasis on the recent evolutions and open options. The main design changes implemented
since the DBD take into account continuous progress in detection technologies and the new optics of
the ILC interaction region (chapter 3). In the following all dimensions are given for the large version
of the detector (see section 4.2 for reduction factors of the small ILD).

5.1.1 Global structure and parameters

Claude Vallee, Karsten
Buesser
1 pages

The overall ILD detector structure is shown in figure 5.1: a high precision vertex detector positioned
very close to the interaction point is followed by a hybrid tracking layout, realised as a combination of
silicon tracking with a time projection chamber, and a calorimeter system. The complete system is
located inside a large solenoid providing a nominal magnetic field of 3.5T (large ILD) or 4T(small
ILD) . On the outside of the coil, the iron return yoke is instrumented as a muon system and as a tail
catcher calorimeter. The main geometrical parameters are summarised in table 5.1 and table 5.2.
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Chapter 5. Detector Layout and Technologies

Table 5.1. List of the main parameters of the large and small ILD detector models for the barrel part. The numbers
of the inner and outer radii refer to the distance from the IP at orthogonal impact of the corresponding detector
plane. The reduced radii of the small model (δr = 343 mm) are labeled with superscripts.

Barrel system
System rin rout zmax technology comments

[mm]
VTX 16 60 125 silicon pixel sensors 3 double layers at r = 17, 38, 59 mm

σrφ,z = 3.0 µm (layers 1-6)

SIT 153 303 644 silicon pixel sensors 2 double layers at r = 155, 301 mm
σrφ,z = 7.0 µm (layers 1-4)

TPC 329 1770 2350 MPGD readout 220 layers σrφ ≈ 60-100 µm
1427s 1× 6 mm2 pads

SET 1773 1776 2300 silicon strip sensors 1 double layer at r = 1774 mm
1430s 1433s σrφ = 7.0 µm φstereo = 7 ◦

ECAL 1805 2028 2350 W absorber 30 layers
1462s 1685s

silicon sensor 5× 5 mm2 cells SiECAL
scintilator sensor 5× 45 mm2 strips ScECAL

HCAL 2058 3345 2350 Fe absorber 48 layers
1715s 3002s

scintilator sensor,
analogue

3× 3 cm2 cells AHCAL

RPC gas sensor,
semi-digital

1× 1 cm2 cells SDHCAL

Coil 3425 4175 3872 3.5 T field int.lengths = 2λ
3082s 3832s

Muon 4450 7755 4047 scintillator sensor 14 layers
4107s 7412s 3× 3 cm2 cells
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5.1. Overall structure of the detector

Table 5.2. List of the main parameters of the large and small ILD detector models for the end cap part. The num-
bers of the inner and outer radii refer to the distance from the IP at orthogonal impact of the corresponding detec-
tor plane. The reduced radii of the small model are labeled with superscripts.

End cap system
System zmin zmax rin rout technology comments

[mm]
FTD 220 371 153 silicon pixel sensors 2 discs σrφ,z = 3.0 µm

645 2212 300 silicon strip sensors 5 double discs σrφ = 7.0 µm
φstereo = 7 ◦

ECAL 2411 2635 250 2096 W absorber 30 layers incl. EcalPlug
1718s

silicon sensor 5× 5 mm2 cells SiECAL
scintilator sensor 5× 45 mm2 strips ScECAL

HCAL 2650 3937 350 3226 Fe absorber 48 layers
2876s

scintilator sensor,
analogue

3× 3 cm2 cells AHCAL

RPC gas sensor,
semi-digital

1× 1 cm2 cells SDHCAL

Muon 4072 6712 350 7716 scintillator sensor 12 layers
7366s 3× 3 cm2 cells

BeamCal 3115 3315 18 140 W absorber 30 layers
GaAs readout

Lumical 2412 2541 84 194 W absorber 30 layers
silicon sensor

LHCAL 2680 3160 130 315 W absorber

ILD Design Report: Volume 17



Chapter 5. Detector Layout and Technologies

Figure 5.4. layout of the Forward Tracking Detector.

with the r-coordinate is less constrained. These requirements can be met with micro-strip detectors:
two single-sided detector mounted under a small stereo angle may provide the required resolution.
A solution based on CMOS monolithic pixel detectors with elongated pixels is likely to be quite
competitive. Also the possibility o.f a Time-Of-Flight measurement in the outermost disks merits
further study.

TPC (Colas, Sugiyama)
A distinct feature of ILD is a large volume time projection chamber (Figure 5.5 left). The

TPC allows a continuous 3-dimensional tracking, dE/dx-based particle identification and minimum
material. The required performance of the TPC as a standalone tracker is a momentum resolution
δ(1/PT ) better than 10−4GeV −1, corresponding to a single point resolution of 100µ over about 200
points, and a dE/dx resolution better than 5%. One critical issue concerns potential field distortions
due to ion accumulation within the chamber. At ILC this can be mitigated by implementing an ion
gating between bunch trains: ions produced in the gas amplification region during bunch trains are
confined and eliminated outside bunch trains by reverting the electric field configuration. This can be
implemented with GEM foils as shown in Figure 5.5 right.

Three options are under consideration for the ionisation signal amplification and readout:
• GEM readout (Figure 5.6 left): the ionisation signal is amplified by passing through a GEM

foil and is collected on pads.

• Micromegas readout (Figure 5.6 right): the ionisation signal is amplified between a mesh and
the pad array where it is collected.

• GridPix: the ionisation signal is amplified as for the Micromegas case but collected on a fine
silicon pixel grid providing individual pixel timing.

For the GEM and Micromegas options, the typical pad sizes are a few mm (table 5.1) and spatial
resolution is improved by combining the track signals of several adjacent pads. For the GridPix
option the pixel size of ≈50 microns matches the size of the mesh, providing pixel sensitivity to single
ionisation electrons. The spatial resolution is improved and the dE/dx signal is measured by counting
pixels or clusters.

ECAL (Brient, Ootani)
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5.1. Overall structure of the detector

Figure 5.5. Left: Global layout of the TPC chamber. Right: Principle of the ion GEM gating scheme showing the
two electric field configurations within (left) and outside (right) bunch trains.

Figure 5.6. Amplification scheme of the TPC ionisation signals with GEM (left) and Micromegas (right) readout.

Electromagnetic showers are measured with a compact highly-segmented calorimeter (Figure 5.7)
which absorber planes are made of tungsten. The ECAL barrel shape is octagonal with individual
stacks laid such as to avoid projective dead zones in azimuth. The baseline number of layers is 30,
with options to reduce the number to 26 or even 22, keeping the amount of radiation lengths identical
and increasing the thickness of the sensitive medium to maintain a similar energy resolution.

The sensitive medium consists in silicon sensors with about 5x5 mm2 pads bonded on a PCB
equipped with front-end readout ASICs (Figure 5.8 left). In order to reduce the costs it is considered
to equip part of the sensitive layers with scintillator sensors readout through SiPMs (Figure 5.8
right). In that case the scintillator strips would have a larger dimension of 45x5mm2 with alternate
orthogonal orientation. The option to equip the first layer with high-resolution timing sensors is also
under consideration to provide a TOF functionality.

HCAL (Laktineh, Sefkow)
The hadronic calorimeter consists in 48 longitudinal samples with steel absorber plates. Two
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5.2 Subdetector technology status

All ILD detector technologies under consideration have benefited from substantial developments since
the DBD publication. Many activities are coordinated within worldwide R&D Collaborations such as
LCTPC [ref], CALICE [ref] or FCAL [ref]. Compared to the DBD studies, which were still focused
on intrinsic physics response and performance, many technologies have now developed operational
implementations with technological prototypes which are mature for extrapolation to a full detector.
Applications have indeed already started with many spin-offs to existing experiments such as the
high-luminosity LHC detector upgrades. The experience gained with these projects will be a strong
asset to the final design and construction of ILD.

5.2.1 Vertex detector

Auguste Besson, Akimasa
Ishikawa, Marcel Vos
3 pages

The vertex detector is a high-precision small device which is expected to be one of the latest
subdetectors to be built and inserted within ILD. The development of optimal technologies can
therefore proceed until a few years before the start of ILC. There has been much progress in this
direction in the past 5 years for the three main options under consideration: CMOS, DEPFET and
FPCCD sensors.

CMOS sensors: The use of CMOS sensors for particle physics has benefited a lot from the
development in the past two decades of the MIMOSA chip series by the IPHC Institute [ref]. A
first full scale particle physics detector application has been realized with the STAR vertex detector
(Figure 5.14) on the RHIC hadron collider. Since then the technology has further developed as a
widespread standard for pixel detectors, including many applications to e.g. LHC upgrades or new
experiments.

The general trend of performance improvements towards ILD specifications is summarized in
table 5.3. Compared to STAR the new applications for the ALICE upgrade and CBM at FAIR have
moved to a technology with a smaller pattern, have implemented a new data driven readout scheme,
and have improved the time resolution and power consumption to values close to ILD needs. The
ALICE detector also concerns a very large area of more than 10 m2, which qualifies the technology
for the inner layers of a central tracker.

With these applications more attention is given to integration aspects of the technology. The
chip intrinsic power consumption is now close to the ILD specification and could still be reduced by a
factor ' 10 with power pulsing. To this respect a trade-off will have to be made between readout
speed (related to time resolution) and power. With the expected heat production air cooling as done
at STAR could be sufficient, but ILD has stronger constraints on the possible air flow due to a more
forward instrumentation than STAR. This critical issue requires further studies. Low material ladder
supports have been developed with the ”PLUME” concept, consisting in a thin foam layer carrying
pixel chips on both sides as a double layer [ref]. First PLUME ladders have been built and a second
version has been successfully operated for the BELLE II beam commissioning (Figure 5.15 top).

DEPFET sensors: The development of DEPFET sensors in particle physics is reaching maturity.
Following the demonstration of small prototypes [16, 17] and first operational ladders five years ago
the technology was chosen as the baseline for the vertex detector [18] of the Belle II experiment [19].
As many requirements of Belle II are similar to those of the ILC, this can be seen as a 30% prototype
of the ILC vertex detector. DEPFET ladders have been successfully used in the BELLE II beam
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Table 5.4. Contribution to the material bugdet of the Forward Tracking Disks. The contributions are determined for
perpendicular incidence and average over the area of the disk.

Component material (% X0)
Silicon petals
Carbon fibre (incl. cyano-ester resin) 0.038
Honeycomb core (Aramide) 0.0006
PEEK inserts 0.0019
PEEK screws 0.0014
glue 0.0006
total

of the experiment (Figure 5.19). This mock-up is based on a Carbon-fibre support disk and 50 µm
thick silicon petals designed at IFIC Valencia.

The Carbon fibre disks were produced by INTA in Madrid. It consists of a 1 mm thick rohacell
core covered on both sides by three-layer carbon fibre skins. The resulting structure adds less than
XXX % of a radiation length (X0) to the material budget. The mounting points for the Silicon
sensors are formed by precisely machined PEEK inserts that are glued into the Carbon fibre structure.
The gluing procedure controls the relative position of the mounting points to better than 50 µm with
a custom jig.

The Silicon petals were produced at the HalbLeiterLabor of the Max Planck Society in Munich
(MPG-HLL) using the Silicon-on-Oxide process that is at the heart of the all-silicon-ladder concept [15].
The 50 µm thick sensor area is supported by a 500 µm thick rim.

The contribution to the material budget of the sensors and support disks is summarized in
Table 5.4. The Silicon sensors clearly dominate the total contribution.

The thermo-mechanical performance of the loaded disk has been tested extensively. The support
disk is found to have a planarity of 200 µm (RMS). Despite the minimal material it is very stiff, with
an eigenfrequency greater than 1 kHZ. The silicon petals are mounted kinematically, such that are
free to expand in response to a thermal load, while distortions of the sensors out of the nominal plane
remain very tightly constrained. The torque applied to the screws must be carefully chosen: a torque
of 3 mN ·m is found to be optimal. With this choice, the first eigenfrequency of a free petal (167
Hz) is nearly doubled (to ∼ 270 Hz) when the sensor is clamped to the disk

The impact of air cooling on the mechanical stability is studied with a local, laminar air flow.
The power consumption pattern mimics that of a DEPFET active pixel detector, assuming that
the application of power pulsing reduces the average power consumption by a factor 20. In these
conditions, a gentle, laminar flow of 1 m/s is found to be sufficient to keep the temperature gradient
over the sensor to within 10 degrees C, Vibrations due to air flow have an amplitude of less than 1
µm for laminar air flow with a velocity up to 4 m/s.

These results indicate that an aggressive design based on a thin Carbon fibre support disk and
ultra-thin self-supporting Silicon petals can meet the stringent requirements on mechanical stability
of the ILD experiment.

5.2.3 Time projection chamber

Paul Colas, Akira Sugiyama
3 pages

The ILD TPC R&D is being conducted mainly within the LCTPC Collaboration [23].
The workhorse for validation of detector prototypes and operational conditions is the TPC test

set-up installed permanently in the DESY test beam [24] (Figure 5.20). The TPC stands within a
magnet providing a magnetic field of 1 Tesla, and the beam line is equipped with precise incident and
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5.2. Subdetector technology status

Figure 5.19. FTD thermo-mechanical mockup for the 2 inner disks.

Figure 5.20. The TPC test setup at DESY. The insert shows the geometrical structure of the TPC end cap which
can host prototypes of detection planes.

outgoing particle beam telescopes allowing to quantify the TPC reconstruction precision as function
of the particle parameters. The beam test set up is currently being upgraded with the high precision
LYCORIS silicon telescope [25], and a new TPC field cage with reduced field distortion is being
assembled.

Significant progress has been seen in the manufacturing process of detection modules for each
of the readout options. A new micromegas layout with resistive anodes has been shown to exhibit
reduced boundary distortions [26]. The flatness of the GEM modules has been improved significantly,
increasing the gain uniformity by a factor 2 [ref]. Operational GridPix ”QUAD” modules have been
built based on the TimePix3 pixel chip [27]. Recent prototypes of the three types of detection modules
are shown in Figure 5.21.

The performance of the three technologies has been measured in beam tests. Figure 5.22 shows
the measured point resolution in 1 T magnetic field for drift distances from 0 to 0.6 m. This can
be safely extrapolated to ∼ 100 µm in a field of 3.5 T at a drift length of 2.3 m. The dE/dx
resolution by the truncated mean method has been measured to be respectively 4.6%, 4.5% and 4.2%
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Figure 5.21. TPC prototype detection modules for the three baseline technologies under consideration: micromegas
module (left), GEM module (middle) and GridPix QUAD module (right).

Figure 5.22. Resolution on the track position in rφ (left) as function of the drift length and resolution on the ionisa-
tion loss dE/dx (right) as function of the track length, for the three readout options under consideration.

for Micromegas, GEM and GridPix technologies. It improves to 3.8% for GridPix using a cluster
counting method. The conclusion is that the target goals of a spatial resolution of 100 microns and
of a dE/dx resolution better than 5% have been reached in all cases.

Q: add performance plot of 2 track separation?

Two critical aspects of a TPC operation consist in the cooling of the readout endcaps, which
must be realized with minimal dead material, and the mitigation of the drift field distortions which
may develop from the accumulation of ions in the drift volume. For the first point a double phase
CO2 cooling system with thin low-material fluid pipes has been developed and shown to perform
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5.2. Subdetector technology status

Figure 5.23. TPC operation achievements: temperature stability with double phase CO2 cooling (left) and signal
electron transparency with GEM gating (right).

adequately (Figure 5.23 left). For the second point an ion gating scheme based on GEM foils has
been implemented and beam tested. Results show that a good transparency for drift electron signals
can be maintained while preventing the accumulation of ions in the drift volume (Figure 5.23 right).

5.2.4 Electromagnetic Calorimeter

Jean Claude Brient, Wataru
Ootani
3 pages

5.2.4.1 Silicon option

In the past 5 years the Silicon option of the electromagnetic calorimeter has focused on the design
and construction of technological prototypes of the detector including beam tests. The current
technological developments have led to choosing 20cm wafers for making the diode matrices, with a
standard thickness of up to 725 micrometers. When applied to ILD this would result in a slightly
thicker EM calorimeter than foreseen in the baseline design, and is one of the motivations to reduce
the numbers of layers from 30 to 26 (see section 5.1.2).

A fully integrated layout of the detection board has been designed with the required dimension of
16 x 16 cm2 corresponding to 1024 channels (Figure 5.24 top). The board hosts 16 SKIROC ASICs
developed by OMEGA [ref] to process 64 channels each. A calorimeter prototype based on 10 such
detection layers has been built (Figure 5.24 bottom) and beam-tested on several occasions at DESY
and CERN, including a combined test with a SDHCAL prototype of the hadronic calorimeter (next
section).

The response of this technological prototype to particles behaves as expected. A signal-to-noise
ratio of 20 is measured for MIPs in single pads (Figure 5.25 left). Such a large signal/noise ratio
of MIPs is important for isolated particle identification in particle flow energy reconstruction. First
response to high energy electrons has recently been measured at CERN in a combined test with the
SDHCAL (Figure 5.25 right). The beam tests have also been used to validate the power pulsing of
the front-end electronics required to minimize heat production within the calorimeter. A new version
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6.2.2 ILD Services and Utilities

Each component of ILD has requirements on services and utilities that are needed for operations and
maintenance. This typically includes power and data lines, gas and cooling systems, guidances for
laser beams, etc. All major support systems for those services, e.g. power supplies, cooling plants,
lasers, DAQ computers, or gas systems are located outside of the detector, sometimes even far away
(c.f. section 6.1.2.1). General paths have been defined in the global detector structure where space is
allocated for those services. The routing of those paths has to be designed to minimise the amount
of gaps and dead material in the active detector areas, while at the same time provide enough space
for the foreseen utilities. Three main pathways have been defined for ILD:

1. The services of all barrel detectors are collected at the front-face of the barrel, go around the
solenoid cryostat and leave the detector through the gap between the central yoke ring and the
neighbouring rings.

2. The services of the endcap detectors (ECAL, HCAL, Muon) leave the detector along the endcap
yoke ring.

3. The services for the forward calorimeter systems (FCAL, ECAL ring) pass parallel to the
beamline, outside of the QD0 magnet.

This scheme allows for the opening of the yoke endcaps as well as for moving the barrel yoke rings
independently from each other. The front-end electronic systems of the subdetectors can often drive
only a limited cable length. Therefore, space for additional patch panels, drivers, data concentrators
needs to be provided inside the ILD detector. While the exact requirements for those are not known
in each case, conceptual locations have been defined. Figure 6.13 shows the general service paths
and proposed locations for the patch panels in ILD.

Chapter 5. The ILD Detector System

5.1.2.2 Mountain sites

Possible ILC sites in Japan are di�erent to the other reference sites as they are situated in mountainous
regions where a vertical access to the experimental hall might not be possible. Instead, horizontal
tunnels of ¥ 1 km length will serve as access ways into the underground experimental area. As
the tunnel diameters and the transport capacities are limited for technical and economic reasons, a
modified assembly scheme for the ILD detector is applied for these sites: In these cases, it is foreseen
to also pre-assemble most detector parts on the surface. However, the yoke rings are too big and heavy
and can only be assembled in the underground hall. The yoke would be transported in segments into
the hall where enough space for the yoke assembly and the necessary tools need to be provided. The
largest part of the ILD detector, which should not be divided and therefore needs to be transported in
one piece, is the superconducting solenoid coil. Its outer diameter of ¥ 8.7 m puts stringent limits on
the diameter of the access tunnel.

The detector assembly procedures in mountain sites are part of an on-going optimisation process
that needs to balance the requirement for space - linked to the time needed for the detector assembly
- and the cost of the underground caverns.

5.1.3 Service paths and interfaces

A number of services (cables, cooling, gases) are needed for the operation of the ILD detector. The
understanding of the needs and the analysis of their distribution inside the detector are major issues
of the integration and mechanical design studies. Figure III-5.10 shows the main service paths

Figure III-5.10
Illustration of the main
service paths in the ILD
detector.

within the ILD detector. The routing of services is foreseen as follows:
1. All the services of the barrel detectors will be routed outwards via the endcap/barrel gaps, then

along the outer radius of the coil, and finally between the central yoke rings. The assembly
procedures of the inner detectors (SIT, FTD, VTX) and the volume of cables associated to
each, imply that all the inner detector services will follow the same way.

2. The endcap detector services will run in the same gap, up to the coil outer diameter and will
then be fixed on the return yoke endcap.

3. The forward components (forward calorimeters, QD0 magnets, support structures) will be built
as one unit, and the required services will be distributed along the QD0 support structure.

The locations of the cable patch panels are under study, taking into account:
• assembly and maintenance procedures;
• the power distribution considerations as power convertor positions need to be chosen to limit

the voltage loss in the cables;
• optimisation of the overall volume of services;
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Figure 6.13. Service paths in the ILD detector and suggested positions for patch panels [2].
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6.2.3 Inner Detector Integration

At the heart of ILD, directly at the interaction point, is the inner detector that comprises the
beam pipe as well as the vertex detector and the intermediate silicon tracking devices, SIT and
FTD (c.f. figure 6.14).

6.2.3.1 Mechanical Integration

The vertex detector is suspended from the beam pipe that itself is carried together with the Forward
Tracking Disks and the Si Intermediate Tracker from the Inner Detector Support Structure (ISS). The
ISS is a support tube made out of carbon-fibre reinforced plastic and is suspended from the end flanges
of the TPC. A piezo-based active alignment system (see figure 6.15) allows for the positioning of the
ISS with a precision better than 0.01 mm [47], independently of the main ILD detector structure.
This is required to adjust the beam pipe and the inner tracking devices with respect to the beam axis,
to better precision than what can be achieved with the complete ILD detector, e.g. after push-pull
operations. Detail of the Inner detector region 

 
 
 
  

3D model of the Inner detector region Figure 6.14. Schematic of the inner tracking detector system [47].

6.2.3.2 Electrical Services and Cooling

A rather detailed concept has been developed for the power scheme of the vertex detector (CMOS
version), see figure 6.16. Copper based power and control cables as well as optical fibres for the data
readout connect the vertex detector with patch panels at either ends of the ISS. From here, the cables
are routed as described in section 6.2.2 to the outside of the detector. An engineering design for the
details of the cabling and patch panels inside the ISS is still pending. Figure 6.17 shows the place
holders for the cables in the current model. The vertex detector will be cooled using air flow cooling,
where the cooling pipes also need to follow the general services paths.

6.2.4 TPC Integration

6.2.4.1 Mechanical integration

The mechanical integration of the TPC is still under study. Two possible concepts are being followed
up. Either the TPC will be suspended directly from the solenoid cryostat with the help of carbon
ribbons or support strats. Or it can be mounted to the absorber structure of the hadronic calorimeter.
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6.2. Internal ILD integration

1.3.2 Fixing and roller design 
 

The ISS, which is made of carbon fiber, is equipped with flanges such that is 
can be fixed on inner diameter of the TPC. The Inner Support Structure (ISS) 
features a specific tool with rollers during the integration procedure. These rollers are 
guided by the inner TPC diameter and removed at the end. 

The preliminary adjustment is expected to be better than 1mm. The positioning 
will be made with a geometrical survey (photogrammetry). The translation in Z 
direction will be limited by a stopper. 
 

1.3.3 Active alignment device: 
 

During the data taking the inner part will be adjusted continuously. According 
to a first study a precision of better than 0.01 mm can be obtained with a piezo 
technology. 
 
This apparatus is composed by 2 x 3 (or 3 x 3) lower points for the alignment in X 
and Y direction. And 2 x 1 points upper points to limit the translation in z- in X and Y 
direction. And 2 x 1 points upper points to limit the translation in z-direction. The latter 
constitutes a protection against serious shocks as e.g. provoked by an earthquake.  
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  

Active alignement apparatus Piezo 

Z Y 

X 

Figure 6.15. Engineering design of the inner detector [47].
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Figure 6.16. Diagram of a power scheme for the vertex detector (CMOS option) [48].

In the first case, the TPC would be decoupled from the mechanical properties of the calorimeters, at
the price of having larger lever arms that might amplify vibrations. A longitudinal damping system
would probably be required. In the second case, the lever arms would be much shorter, but the
dynamic behaviour of the full system of the cryostat, hadronic and electomagnetic calorimeter as well
as the TPC itself needs to be understood. Figure 6.18 shows the front face of the TPC, suspended
from the hadronic calorimeter.
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15ILD Integration Feb. 2019

Cabling inner detectors – State of the art

“Review” by A. Besson, H. Videau, A. Gonnin and R.P. Yesterday evening

● Cables (or their place holders) are equally distributed around beam pipe
● For connection with patch panel regrouping into two strands around 3h and 9h positions

A. Gonnin

Figure 6.17. Cable placeholders for the inner SI detectors (VTX, SIT, FTD) [49].

6.2.4.2 Electrical Services and Cooling

The electrical services and the cooling pipes of the TPC start on both end plates and will be routed
through gaps in the front-faces of the calorimeters, between the end-cap and barrel detectors (c.f. fig-
ure 6.18). A conceptual design for a cooling system, probably based on CO2, is under development.
Figure 6.19 shows a solution with a 6-loop geometry. The outer supplies of the TPC need to be
accommodated in the detector environment. While a gas mixing and supply system will most probably
be placed on the surface area, distribution sub-systems need to be closer to the detector, e.g. on the
detector platform. The high-voltage power supplies will be place in the detector hall at reasonable
cable lengths distance. Figure 6.20 shows a schematic drawing of the TPC connections to the outer
world.  
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Figure 3. The TPC is shown hanging from the HCal. The ECal barrel is also represented with its rails. 

 
6. FLUID INTERFACE  
 
To avoid inhomogeneity of its properties, the temperature gradient has to be kept at a minimum, 
which implies taking the heat generated by the readout electronics while keeping the endplate at 
room temperature. For this, a 2-phase CO2 cooling solution has been studied. The cooling fluid 
composed of co-existing gas and liquid CO2 will be circulated in 2.5 mm diameter pipes in the 
modules (or the PCB will be equipped with microchannels), under a pressure of 50 to 100 bars. For 
instance, each endplate can be equipped by 6 loops, each 8 m long, with a 3.0 g/s mass flow of the 
2-phase fluid. This allows 170 W to be removed per such loop. The diphasic fluid can be supplied 
by a 5 mm circular pipe around the endplate. The gaseous CO2 can be collected from the 6 sextants 
by an 8-mm diameter circular pipe around the endplate. 

 
6.1 Gas system Interface 

Figure 6.18. Conceptual design of the cable paths on the front-end of the TPC. The cables are routed to the out-
side in the marked gaps of the HCAL barrel electronics [50].

6.2.5 Electromagnetic Calorimeters Integration

6.2.5.1 Mechanical Integration

The two options under study for the ILD electromagnetic calorimeters, SiECAL and ScECAL, share
the same mechanical design as shown in figure 5.7. The ECAL barrel consists of eight staves that
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The detector gas mixture will be brought and expelled by several 2 cm diameter pipes. The purity 
has to be kept at the 10-5 level to avoid electron capture during the drift. The 40 m3 volume (30 m3 
in the small version) has to be renewed about twice a week. The detector gas is circulated at a rate 
of a few volumes per day.  The chamber gas is premixed and buffered in large containers, which 
have a volume of approximately 200 m3, on the surface of the installation. 
 
6.2 Cooling fluid system Interface 
 
The information here and in Sec. 8 is extracted from a detailed study of the cooling system that is 
available under [xxx]. 
The TPC will be cooled by a diphasic CO2 system. A compressor is located in the gallery about 50 
m from the ILD detector and the cooling fluid will be brought to and away from each endplate. 
From there it is further distributed to the individual modules by manifolds. Possibly several 
modules (maybe four?) can be served in series. Fig.xx shows the general concept of the cooling 
system.  
 

 
 
 
 
7. THERMAL INTERFACE  

 
For the subsystems: 

x Thermal dissipation: in and out of operation 
The TPC will evacuate all its produced heat by means of the cooling system. The only sources of 
heat dissipation are the cooling pipes in which CO2 will undergo phase transition from around 21°C 
to 22 °C.  

x Limit temperatures: during standby mode, for switching power, in operation - 60 °C. 
 
 
8. INTERFACES FOR DETECTOR TESTING  

Figure 6.19. Options for the TPC cooling system with a conceptual design of the cooling tube routing on the TPC
end plate [50].
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CO2 cooling system should be able to extract the remaining kW.  
 
Power will also be dissipated in the cables bringing the low voltage (32 A copper cables, with 6 
mm² section). If it turns out to be the case, a solution might be studied by bringing the current at 
higher voltage and making use of DC-DC converters to obtain the operational voltage. The low-
voltage racks will be as close as possible to the detector, thus the power supplies will have to be 
cooled without producing vibrations.  Available cooling from the detector can be used for this.  
 

 
 

5.7 Other electrical interfaces 
 
For the moment we use this section to describe what is inside the electronic trailer. 

x HV power supplies 
x 16 LV power supplies (type Lambda devices) 

 
x Computer Farm (typically 16 DELL Poweredge),  
x Connected to central storage of Central DAQ system for event building? 

Figure 6.20. Gas and HC interfaces of the TPC [50].

are built from five modules each (c.f. figure 6.21). The staves are supported from the HCAL barrel
sections. The ECAL endcaps are supported from the HCAL endcap detector.
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