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Overview of flavor tagging by GNN

] Judge whether a vertex candidate is an existing
vertex or not as node classification.

Embeddlng::ﬁae] \
Track ] o )
Vertex 1 Network ¥ S(xa)

D(G(xa), G(Xb))

<I:I G(Xb)

] Network

G(Xb)

Deep Metric learning brings Vertexes of the

\ same parent particle closer together. /

input [ Vertex Candidate Track
\ 4
e — _— o
o0 Graph Neural Network
O SSao Y
1 Vertex
v
() O Contrastive LearningJ
® > l
()
1 [ Vertex Track
o !
Graph Neural Network
® - o P
output Graph(Flavor) Class

B : Graph data

Classify the entire graph into flavor types ]




Step1 training

- Data from ILD simulation data (100k events)

Features
Track ... 5 Impact parameters

Vertex Candidate (VC) ... Position, probability
(VC created by Vertex Fitter™)
X Use 3-D fitting for vertex position

- Track and VC variables were combined into
a single tensor by filling in O.

Input Graph
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GCN (Num_feature, 256)

Step1 training ReLu

GCN (256, 256)

Relu
* Network: GCN(Graph Convolution Network) 3Layer GCN (256, 6)

<Semi-Supervised Classification with Graph Convolutional Networks: arXiv:1609.02907>

Network structure

- In step1, we classify nodes to identify VC that do not exist.
Num of data per label

- Answer label 18000000
0 : NC ... Non-existent Vertex 2222222
1: PV ... Pair from primary vertex 12000000
2 : SVBB ... Pair from secondary vertex of b-flavor 10000000
3 : (S+T)VCC ... Pair from secondary or tertiary vertex of c-flavor [
4 : Others ... Other track pair 4000000
5 : Track 2000000
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Step1 result

Loss
—— train_loss
—— valid_loss
Confusion matrix ROC curve
Loss
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- SVBB and (S+T)VCC are not identified
due to bias in number of data.
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Prospect

< Step1 >
- Optimization of training (Num of data, ...)

< Step2 ~>

Metric learning as clustering
Learning with the hidden layer between all steps.
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